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ROBERT FREIDIN 

INTRODUCTION 

The papers in this volume, based on work presented at the Second Princeton 
Workshop on Comparative Grammar held in April 1989, illustrate the diver­
sity and productivity of research within the principles and parameters frame­
work. 1 They take up a rich and varied set of issues, using strikingly differen t 
strategies. It is worth noting that even when researchers share fundamental 
assumptions of a common framework, quite substantial disagreements may 
arise-see especially the exchange between Uriagrereka and Otero, and the 
Aoun & Li and Williams papers. The following summary briefly sketches 
the contents of this volume. 

The Burzio and Quicoli articles adopt complementary research strate­
gies. Burzio's paper on binding theory is a model of the broad-ranging 
comparative analyses that have become possible under the principles and 
parameters framework. It employs binding data from an impressively broad 
range of languages to motivate a radical alternative to the standard binding 
theory. Quicoli's paper focuses primarily on parametric effects of inflection 
(an important topic in the Burzio paper as well) in infinitival constructions 
of Spanish and Portuguese. Quicoli demonstrates how the properties of these 
constructions in the two languages follow from the standard theories of Case 
and binding. Safir's comment elaborates on Quicoli's analysis and raises 
some objections to it, to which Quicoli responds. 

The two articles by Torrego and Kornfilt also deal with the syntactic prop­
erties ofinfinitival constructions. Torrego's paper discusses the differential 
crosslinguistic behavior of the so-called raising verbs which take experiencer 
arguments (e.g. seem + to-phrase) in three closely related languages (Span­
ish, French and Italian). The research strategy of this paper is thus similar 
to that of Quicoli's. Kornfilt's article on NP movement and restructuring 
adopts yet another research strategy available to contemporary comparative 
grammar. Her investigation of the infinitival double passive construction in 
Turkish provides an fine example of how a deeper understanding of the 
details of the language faculty can be achieved by focusing on the analysis of 
constructions that appear to be rare among the world's languages. Harbert's 
commentary extends the discussion of constructions which appear to in­
volve restructuring analyses by considering additional phenomena from a 
range of other languages, including the Norwegian complex passive, bind­
ing in German and Russian, and object agreement in Hindi and Hungarian. 
To the extent that the properties of such unusual constructions are predict­
able under current theories ofUG, these constructions provide strong em­
pirical support and may also be useful for fine tuning the theory. 
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The attempt to bring the analysis of what might at first glance seem like a 
recalcitrant phenomenon in line with the theory of UG often leads to new 
insights about the theory of grammar. Lasnik's article on the Case analysis 
of expletive constructions provides an excellent case study. It provides strong 
arguments against a mechanism of Case transmission and in favor of both 
Chomsky's visibility hypothesis linking Case assignment to the a-Criterion 
and Belletti's (1988) partitive Case analysis, which it extends to account for 
parametric variation in the behavior of passives in English vs. Italian. Travis's 
comment elaborates on Lasnik's analysis of expletives and offers an alterna­
tive account for the behavior of the verbs be vs. consider and also for the 
contrasting behavior of English and Italian passives. 

The articles by Browning, Cinque and Baltin address the theory of syn­
tactic movement. Browning's article compares Rizzi's relativized minimality 
proposal for determining government (hence the proper formulation of 
the ECP (see Rizzi (1990») with previous unrelativized formulations of the 
minimality condition on government and discusses potential problems for 
Rizzi's system. Cinque's article, which argues for Rizzi's government analy­
sis (as opposed to that of Chomsky (1986», explores the motivation for and 
consequences of a significant refinement to that analysis, i.e. restricting the 
class of elements that can undergo 'long' extraction to those ''which refer to 
specific members of a preestablished set." Baltin's comment extends Cinque's 
discussion of the weakness of a notion of theta-government for licensing 
antecedent-trace relations across a barrier and argues against Cinque's analy­
sis of referentiality as support for Pesetsky's D-linking analysis (1987). 

Ideally the theory of UG should be so restrictive that it uniquely deter­
mines the analysis of any linguistic phenomenon, since by hypothesis this is 
how UG operates in the mind of the language learner. If our theory of UG 
were this perfect, the controversies in the remaining articles in this collec­
tion would not have arisen. The articles by Uriagereka and Otero address 
the analysis of determiner clitics in Galegan (Galician). Uriagereka's article 
proposes a syntactic movement analysis of these clitic constructions, while 
Otero's article argues against such analyses in favor of a phonological analy­
sis. Those by Aoun & Li and Williams discuss the existence of LF as a dis­
tinct level of syntactic representation. Aoun & Li's article argues for the 
existence of LF based on an analysis of pronoun and anaphor binding in 
Chinese. Williams's comment raises two objections to this analysis. First he 
challenges the notion oflinguistic scope assumed by Aoun & Li (and many 
others), and then offers a brief critique of two of their claims in support ofa 
levelofLF. 
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NOTES 

1 For discussion see Chomsky & Lasnik 1993 and Freidin 1994a. See also Freidin 
1994b for some discussion of the evolution of this framework. 
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LUIGI BURZIO 

THE ROLE OF THE ANTECEDENT IN ANAPHORIC RELATIONS* 

1. INTRODUCTION 

In this article, I attempt to provide an account of the fact that the binding 
properties of subjects of NPs systematically distinguish two groups of lan­
guages. In languages like Chinese, Japanese, Malayalam, subjects of NPs 
seem to have a sufficient "proximity" to an NP external antecedent to allow 
a reflexive, and yet a sufficient "distance" from it to also allow a pronoun, as 
in (1). 

(1) a. Chinese (Huang (1983)) 
Zhangsan; kanjian-Ie [ {ziji;! ta) de shu] 
Zhangsan see-aspect [self / him of book] 
'Zhangsan; saw his; book' 

b. Malayalam (Mohanan (1982)) 
moohan; [ {tante; / awante;} bhaaryaye ] nulli 
Mohan [ selfs / he's wife] pinched 
'Mohan; pinched his; wife' 

In contrast, in Indo-European languages, subjects of NPs seem to be suffi­
ciently "near" an NP-external antecedent to both allow a reflexive and ex­
clude a pronoun, as in (2). 

(2) a. Latin (Bertocchi and Casadio (1980)) 
loannes; [ sororem {suam; / *eius) ] vidit 
Ioannes [ sister seWs / *his ] saw 
'Ioannes. saw his. sister' 

I I 

b. Russian (Timberlake (1979)) 
On; uze rasskazal mne 0 [ {svoej; / *ego) zizni ] 
He already tell me about [ seWs / *his life] 
'He; had already told me about his; life' 

c. Danish (Pica (1984)) 
Jorgen; elsker [ {sin; / *hans) kone ] 
Jorgen loves [ {seWs / *his} wife] 
Jorgen; loves his; wife' 

This important fact is not accounted for by past analyses. In particular, the 
one of Chomsky (1986a: 170ff) , following that of Huang (1983), accounts 
only for the Chinese-type facts of (1). It does so by relativizing the locality 
constraints to the type of bound element. In that analysis, if a subject is an 

1 



2 LUIGI BURZIO 

anaphor, its binding domain is defined as the next higher phrasal level, 
while if it is a pronoun the binding domain is defined as the same structure 
of which the element is the subject. Under this elaboration, the facts in (1) 
are brought into line with the long-standing Binding Theory of (3) below, 
since the reflexives are "locally" bound in the main clause, while the pro­
nouns are "locally" free in the bracketed NP. The problem, however, is that 
the pronouns in (2) should then also be permitted. 

(3) A. An anaphor must be locally bound 
B. A pronoun must be locally free 
C. An R-expression must be free 

In contrast to the Indo-European languages in (2), others, including En­
glish, permit bound pronouns as in (4), apparently siding with the "Chi­
nese"-type languages. 

(4) John; read [ his; book] 

This appearance is illusory, however, since the facts in (4) already fall under 
a different generalization to which I return shortly, which is that lack of a 
reflexive always licenses a locally bound pronoun. English and other Indo­
European languages lack possessive reflexives, and for this reason they em­
ploy bound possessive pronouns instead, as in (4). Once we take accoun t of 
this, the distinction between Indo-European languages and the languages 
of (1) is quite clear. 

In what follows, I will argue that, in binding relations, an important role 
is played by the antecedent, which may be more or less "perspicuous", con­
tributing to the well-formedness of the anaphor accordingly. I will argue 
specifically that the difference between (1) and (2) does not reflect differ­
ent degrees of locality in the binding relation, but precisely a difference in 
the antecedent, which is more perspicuous in the Indo-European languages 
that in those of the other group. I will attempt to relate this fact to the 
different types of inflection that the subject antecedent is associated with, 
and propose in particular that in the languages of (1) the inflection is 
"weaker" because it does not manifest subject-verb agreement. I will argue 
that this results in a lesser prominence of the overall phrasal substructure 
containing the subject and the inflection, which, in a sense, is the true ante­
cedent for the reflexive. I will then interpret the acceptability of the pro­
nouns in (1) versus their exclusion in (2) by taking the availability of a pro­
noun as being always inversely proportional to the availability of the corre­
sponding anaphor -the same mechanism that I take to be at work in (4). 
On this view, the different distribution of the pronouns follows from the 
non-optimality of the reflexive in (1), due to the weaker antecedent, versus 
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its relative optimality in (2), where the antecedent is "stronger". 
In discriminating among antecedents, binding of subjects ofNPs appears 

to differ from local binding of objects, which exhibits no comparable dis­
crimination, requiring the reflexive and excluding the pronoun in both 
groups of languages with all (subject) antecedents. We will see that this is 
due to the fact that binding of subjects of NPs is in fact not strictly "local", 
but rather more akin to long-distance anaphora. We will argue that it is that 
relative non-locality which, by placing an independent strain on the inter­
pretation of reflexives, makes the role of the antecedent critical. 

We will see that both main ingredients of this approach, namely the as­
sumption that the antecedent makes a difference, and the assumption that 
possessive reflexivization is like long-distance anaphora, receive indepen­
dent support from the very detailed discussion of Russian reflexives in 
Timberlake (1979), which, like the contrast between (1) and (2), poses seri­
ous challenges to past analyses. 

The general approach I will propose departs from past ones in several 
respects beside assigning a role to the antecedent, and in particular by tak­
ing the choice between a reflexive and a pronoun to result from the com­
pounded effects of several conditions, each of which defines gradient well­
formedness, rather than outright grammaticality. Certain aspects of the 
analysis will necessarily be ten tative due to the exten t of the theoretical over­
haul proposed. The latter, however, seems welljustified by the facts. 

In the next few sections, we layout our general premises for a the theory 
of binding, showing later on how they lead to the solution of the original 
problem. We begin by considering the relation between anaphors and pro­
nouns in section 2. In section 3 we consider the locality conditions that 
anaphors must satisfy. In section 4 we see how antecedents contribute to the 
well-formedness of anaphors, and in section 5 we return to the possessives 
to formulate our solution. 

2. THE STRUCTURE OF THE BINDING THEORY 

In related work, I have argued that bound elements are not selected on the 
basis of the three principles in (3) above, but rather according to the hierar­
chy in (5). 

(5) Binding hierarchy (anaphor first): 

a. Anaphor > b. Pronoun> c. R-expression 

The principle in (5) is taken to mean that a lower-ranked element, in par­
ticular a pronoun, can be used only to the extent that a higher-ranked one, 
namely an anaphor, cannot. This, in turn, depends on the locality and other 
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conditions that the anaphor must satisfy. As argued in Burzio (1991), the 
principle in (1) has certain conceptual as well as empirical advantages com­
pared with the formulation in (3). The former, because it is naturally inter­
pretable as a principle of "referential economy", given that the progression 
"anaphor, pronoun, R-expression" is clearly one of increasing referentiality. 
Alternatively, given a general line-up of referential and morphological con­
tent to which we return, (5) can also be interpreted as a principle of "mor­
phological economy", imposing minimal use of morphological information. 
In contrast, (3) seems to associate each class of NPs with arbitrary condi­
tions. At the more empirical level, (5) directly accounts for the fact that, 
aside from some distributional overlaps (like that of (1)) to which we also 
return, pronouns and anaphors stand in a complementary distribution-an 
accident, if they fell under independent principles. In particular, (5) ex­
plains why a bound pronoun is always possible when the corresponding re­
flexive "defaults", regardless of the exact reason. This occurs not only in the 
better known case of (6a), where the "default" of the reflexive is due to 
violation oflocality (Specified Subject Condition), but also in the cases illus­
trated in (6b-e). 

(6) Bound pronouns: 
a. John. wanted [ Mary to see {*himself / him.} ] 

J J J 

b. Ja emu. skazal vse 0 {*sebe. / nem.} ... (Russian) 
J J J 

I him told everything about self / him 
'I told himj everything about himsel~ .. .' 

c. IOj parlo di {*sej /me) 
I talk about self /me 
'I talk about myself' 

d. Jean. n'aime que {*soi. / lui.} 
J J J 

Jean not loves but self / him 
'Jean only loves himself 

e. hej cladde hymj as a poure laborer 
'He clad himself as a poor laborer' 

(Italian) 

(French) 

(Middle English) 

The case in (6b) (Timberlake 1979: 115) illustrates the "subject-antecedent" 
restriction on a certain kind of reflexives, found in many languages. With 
object antecedents, as this restriction bars the reflexive, a bound pronoun 
always results. The cases in (6c,d) illustrate the workings of what I have 
referred to in Burzio (1991), (in press) as "Pseudo-Agreement". Certain 
reflexives, such as those represented in each of (6b-d) , are morphologically 
invariant for all of gender, number, and person, a fact which I interpret as 
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actual lack of morphological features (see Burzio (1992) for specific argu­
ments). If correct, this means that these reflexives cannot truly agree with 
their antecedents in the sense of sharing identical features, but can only 
"pseudo" agree, in the sense of not bearing distinct features. However, dif­
ferent languages differ in their tolerance for pseudo-agreement (in fact, 
different items within the same language may differ, like clitics versus non­
clitics, versus possessives). Many Western Indo-European languages draw a 
distinction between first-second and third person, permitting pseudo-agree­
mentwith the latter but not with the former, as in (6c) above, where a bound 
pronoun is again allowed under reflexive default. Other languages, like 
Russian and most of Eastern Indo-European, are more permissive, tolerat­
ing pseudo-agreement with all persons (and numbers), and hence revers­
ing the facts of (6c) (see Timberlake (1979: 113, ex.l4). But there are also 
languages which are even less permissive than the former (e.g. Italian), ex­
cluding pseudo-agreement with all persons, and tolerating it only with 
"impersonals", namely elements like "one" or "arbitrary" PRO. This is the 
case of French soi in (6d), where again a locally bound pronoun results. 
Finally, (6e) (Faltz (1977: 19) illustrates the case oflanguages (like Old and 
Middle English, and with some qualifications Frisian and West Flemish) which 
lack reflexives altogether, and which thus allow locally bound pronouns sys­
tematically. English possessives, which do not exist as reflexives, are simply a 
sub case of this kind as noted for (4) above. l The persistence of 
complementarity under such varied conditions as illustrated in (6) is a re­
markable accident for a formulation that has independent principles. The 
problem is in fact even more specific. For consider that the presence of 
antecedent restrictions (requiring that the antecedent be a subject/third 
person/ etc.) is coextensive with a specific type of reflexive morphology, pre­
cisely the one described above as being invariant-English-type reflexives, 
which vary in person and number (myself, yourself, etc.) never exhibit such 
restrictions. A characterization of such antecedent restrictions would there­
fore have to link them with the relevant morphological properties of the 
reflexives, hopefully in an explanatory, cause-and-effect manner. Now note 
that, in order to express the facts in (6), the formulation in (3) would have 
to build the antecedent restrictions not only into principle A, stating for 
example that the anaphor in (6b) must be sul1ectbound, but also into prin­
ciple B, stating that the pronoun must be sul1ectfree, hence allowed in (6b). 
The problem with this is that, while this kind of restriction is coextensive 
with a certain reflexive morphology as just noted, there is no correlation 
with pronominal morphology, so far as we know. That is, the pronouns of 
Russian, (/ Italian/ French/ Middle English/ etc.) do not appear to be any 
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different from those of (Modern) English -only the reflexives are. Hence, a 
relevant extension of (3) «3B) in particular) would be asserting that the 
morphology of reflexives determines the form of the binding principle for 
pronouns. And, while this state of affairs is not logically impossible, it seems 
highly unlikely. In particular, one cannot imagine that there could be a 
cause-and-effect relation between reflexive morphology and a principle for 
pronouns if the latter is independen t, any more than there could be a cause­
and-effect relation between reflexive morphology and, say, the principles 
controlling wh-movement. 

In sum, the fact that a principle B turns out to have curious and acciden­
tal properties is the proof of its non-existence, and of the fact that the distri­
bution of pronouns is rather just the residue of that of anaphors, or the 
"elsewhere" case (as had also been argued by Bouchard (1983), Pica (1984».2 

While accounting for the general complementarity, the formulation in 
(5) would, however, seem to incorrectly exclude well-known overlaps in the 
distribution ofanaphors and pronouns, like that of (1) above. Yet, it is not 
the case that (5) excludes all overlaps in principle. Rather, certain specific 
circumstances make distributional overlaps quite consistent with the formu­
lation in (5). One of these is structural ambiguity. For example, Chomsky 
(1986a: 170f) argues that apparent overlaps like The children j heard stories 

about themj / each otherj are due to the presence of "PRO" subject ofNP in one 
case, thus excluding the anaphor via the "Specified Subject Condition" and 
licensing the pronoun, and to the absence of PRO in the other case, hence 
permitting the anaphor. Whether or not this is the correct account of the 
cases in question, the fact is that structural ambiguity is one possible source 
of (apparent) overlaps under (5), which must be considered. 

Another possible source of overlaps is semantic non-equivalence, which 
is in some sense analogous to the "structural" non-equivalence just discussed. 
Thus, consider the cases in (7), where the underscored complex forms are 
often argued to be anaphoric, and yet occur in the same structural environ­
ments as the simple pronoun counterparts of (6). 

(7) Complex forms: 

a. ja ... stal rassprasivat' xudoznika i 0 nem samomj (Russian) 
I start question artist about him same 
'I ... began to question the artist i about himsel\' 

b. IOi parlo di me-stessoj (Italian) 
I talk about me-same 
'I talk about myself 
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c. Jean j n'aime que lui-mimej (French) 
Jean not loves but him-same 
'jean only loves himself' 

d. him seLJ; he j hynge (Middle English) 
'He hanged himself 

7 

There is reason to suppose that such complex forms, which combine a pro­
noun and an intensifying element meaning "self / same", have a special 
semanticfunction (Zribi-Hertz (1980), Kuno (1988,2.5)). The same is true 
of their possessive counterparts like English his-own (Saxon (1990)). In es­
sence, their function is that of "asserting" the coreferential relation, either 
for contrastive purposes, or to overcome an inherent semantic bias. The 
semantic distinctness of simple and complex forms is shown precisely by 
semantically biased contexts, which force a choice between them. For in­
stance, in the context "x chatters with y", where the inherent semantics 
strongly disfavors identity of x and y, the complex form is required, e.g. 
French lui-mime, and not lui (examples and further discussion in Burzio 
(1991), Zribi-Hertz (1980)). This result is analogous to that of EnglishJohnj 

was getting on *hisj / his ownj nerves, where coreference must also overcome 
the inherent semantic bias of the expression. In contrast, in a context like 
"x had the whole team with y", where the semantics strongly favors identity 
of x and y, the simple form is required, e.g. French lui and not lui-mime. This 
is analogous here to John j lost hisj / *his ownj coo~ which is similarly biased for 

coreference. Distributional overlaps of pronouns and complex anaphors 
such as those of (6)-(7) are therefore not counterexamples to the anaphor­
first principle in (5), since we need not suppose that the latter operates 
across semantically distinct structures, any more than we need suppose it 
operates across syntactically distinct ones.3 

A third kind of overlap, more directly relevant to our main concern, is 
made possible by our specific interpretation of the anaphor-first principle 
(5), and of other relevant conditions. Our interpretation differs from more 
common views in two respects. The first is in taking conditions to define 
degrees ofwell-/ill-formedness, rather than absolute well-formedness. The 
second is in taking grammaticality to be well-formedness relative to alterna­
tives, i.e. to consist of "best"-formedness, rather than just well-formedness as 
defined by the conditions. These two differences are partly related. In 
particular, it is clear that the second is contingent on the first since, unless 
well-formedness was graded, all well-formed structures would be on a par, 
and there would be no notion of "relative" well-formedness distinct from 
just "well-formedness". On the proposed view then, pronoun/anaphor over-
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laps may simply arise from an even tension between different conditions, 
which may sanction comparable degrees of well-formedness for both anaphor 
and pronoun. The conditions at play may be in particular the "anaphor­
first" condition, which always favors the anaphor, and the locality condi­
tions, which may sometimes weigh against the anaphor, and hence indirectly 
favor the pronoun, as in the cases we discuss in the next section. 

3. LOCALITY CONDITIONS 

3.1 The sse and Long-distance Anaphora 

Past research has featured many attempts to characterize the phenomenon 
of "long-distance" anaphora (IDA) illustrated in (8) below. 

(8) Icelandic (Maling (1984) 
Jonj segir [a aC) Marfa elski sigj ] 
Jon says that Marfa loves (subj.) self 
'Jonj says that Maria loves himj' 

Such attempts have characteristically aimed to define the class of comple­
ments like "a" of (8) with which this phenomenon is possible. The factors 
most often cited as defining such a class of permissive complements in vari­
ous languages are: lack of tense or agreement (Harbert (1982), Pica (1984), 
Everaert (1986), Freidin (1986), Timberlake (1979), Rappaport (1986), 
Vikner (1985»; and lack of an independent tense or mood (Anderson 
(1986), Giorgi (1984». The former factor would draw a distinction be­
tween tensed and infinitival clauses; the latter, a distinction roughly between 
indicatives and subjunctive clauses, placing infinitives with subjunctives. 
Languages, however, differ considerably in this regard. For instance, Dutch 
permits LDA out of some non-finite clauses but not others (Everaert (1986), 
(1991) ) , while Faroese permits it even out of indicatives (Anderson (1986». 
Characterizations focusing on the definition of the class of complements 
that behave as in (8) are therefore bound to remain language-specific. There 
is, however, one fact that seems invariant across languages, which we will 
attempt to focus on here. That is that LDA ranks complement types in a 
consistent fashion. Roughly speaking, uninflected structures like small 
clauses rank at the bottom of the scale, in the sense that they inhibit IDA 
the least compared with other complements, while indicative clauses rank at 
the top, inhibiting it the most. Subjunctives and infinitives come in be­
tween, with the latter closer to small clauses. This cross linguistically consis­
tent ranking manifests itself by way of the implicational relations that hold 
among complement types, the possibility of LDA with a higher ranked 
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complement (e.g. a subjunctive) always implying the same possibility with a 
lower ranked one (e.g. an infinitive). As a result of this, lower ranked comple­
ments will also permit LDA with greater cross linguistic frequency than higher 
ranked ones. This state of affairs would follow if we supposed that LDA was 
in fact not immune to the "Specified Subject Condition" (SSC) as assumed 
in most accounts, but only less sensitive to it than local anaphora, and fur­
thermore if the SSC was not just one blocking effect, but a family of similar 
effects of different strengths, each obtaining with one specific type of comple­
ment. Then, the noted implicational relations would simply follow from 
the fact that a weaker blocking effect can be overcome any time a stronger 
one can. 

The question then is how to go about multiplying the traditional SSC 
effect in to several, spread over an appropriate scale of strength. The answer 
is clearly to assign a role to the inflection. For the "strength" of the SSC, and 
hence the ranking of complements seems to depend on the morpho-seman­
tic content of the inflection, which plausibly goes from null in the case of 
some small clauses to a maximum in indicatives.1 .In essence, we are thus 
proposing to reinterpret the intervention effect known as the Specified Sub­
ject Condition, first identified in Chomsky (1973), as due not to the subject 
alone, but rather to a larger substructure that includes the subject and its 
related inflection, when this intervenes between the anaphor and its ante­
cedent in the manner illustrated in (9). 

(9) Long Distance Anaphora/ SSC: 

NP j 

(antecedent) 

IP 
I ----I 

I 
I 
I 
a (complement) 
I 

NP 
(subject) 

I 

I' 

selfj 
(anaphor) 
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Several questions arise at this point. One remains of course the difference 
among languages, now cast in terms of the maximum blocking effect that 
each language can overcome (e.g. up to indicatives in Faroese, but limited 
to certain non-finite clauses in Dutch), which we will put aside, for the mo­
ment. A second question is why should the subject-I connection interfere 
with the anaphoric relation at all-a variant of the question that arises for 
any version of the SSC, which is why should a subject, rather than some 
other constituent, interfere with anaphora. We return to this question shortly 
below. A third question is why should the interference be tolerated only 
with some anaphors-the so-called "long-distance" ones, and not others. 
To answer this third question we first need to identity the distinguishing 
characteristic of "long-distance" anaphors like Icelandic sig of (8) above. 
Pica (1991), following Faltz (1977, 153fi) has suggested that long distance 
(LD) anaphors are systematically monomorphemic, in contrast to local ones, 
like English himself, which are bi-morphemic. Here, we will partially diverge 
from that characterization, which has gained wide acceptance, and suppose 
instead that LD anaphors are systematically uninflected, or morphological 
invariant in the sense discussed above, while the local ones are inflected, 
varying for some of the features of gender, person, number, as with English 
MYself, YOURself, etc. The different behavior of the two classes of anaphors 
in the structure (9) will now be expressed by the account that follows. 

We suppose, as we will argue further below, that anaphora is essentially a 
relation of agreement, hence of the same kind as the subject-I relation in 
(9). We suppose further that all agreement utilizes the phrase-structure 
connections as paths. This view has the effect of (essentially) reducing the 
"ssc" to the prohibition in (10), that states that agreement paths connect­
ing pairs of constituents cannot overlap. 

(10) Avoid path overlap 

The reason is that a path connecting antecedent and anaphor in (9) will 
always overlap with the path marked by the double line, connecting subject 
and inflection, thus generally rendering the structure ill-formed. This then 
answers the question of why should the subject-I connection (and not, say, 
an object) interfere with a more remote antecedent. The reason is that only 
subjects are related to inflection.4 Note too that taking anaphora to be an 
agreement relation also accounts for the well-known fact that anaphors (un­
like pronouns) require unique (and reject "split") antecedents. For it is 
independently clear that agreement mechanisms function only between two 

positions, in the sense that there is no agreement morpheme, in any lan­
guage, which agrees with two different NPs simultaneously, as for instance 
with the conjunction of a subject and an object. 
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Thus, the prohibition against path overlap in (10) is our specific account 
of the "SSC". Just like SSC, that prohibition must now obviously be relaxed, 
however, given precisely LDA. But the relaxation must affect only "LD", i.e. 
uninflected anaphors, and not others, which must remain strictly local. In 
addition, even for LD anaphors, the relaxation must be made proportional 
to the "weakness" of the inflection I in (9), so as to appropriately "rank" the 
different types of complements. Both of these goals can be achieved by 
supposing that the computation of agreement relations is done by project­
ing the inherent features of the participants up the syntactic structure, rather 
than proceeding from one participant to the other by going up and down 
the tree. Then, in (9), subject and I will project their features up to a, while 
antecedent and anaphor will project theirs up to IP. We now only need to 
suppose further that path overlap is not excluded categorically, but only in a 
way commensurate to the amount of morpho-semantic information carried 
by the overlapping paths. That is, we treat phrase-structure links as being 
communication lines of sorts, which may "saturate" beyond capacity. 
Uninflected anaphors can now function long distance because they are in­
herently featureless, and as such project a null set offeatures (to IP in (9)), 
hence maximally satistying the conditions for path overlap. At the same 
time, a "weak" I in (9) will also facilitate path overlap and hence LDA by 
projecting a lesser content, although we will not be able to characterize each 
inflection type beyond the intuitive level, in this regard. In contrast to 
uninflected anaphors, inflected ones will project a non-null set ofl-features, 
hence more sharply violating the path overlap prohibition (10) ("saturat­
ing" the path), resulting in their exclusion from LD relations. This analysis 
correctly accoun ts for such minimal pairs as Turkish inflected reflexive kendim 
(/ kendin/ kendi/ ... ), which is strictly local, versus its invariant counterpart 
kendisi, which can function long-distance (Faltz (1977, 133ff) , while Pica's 
monomorphemic/ bimorphemic criterion would seem unable to make the 
distinction.5 This advantage for our analysis seems offset by the fact that 
some (bimorphemic) anaphors like Norwegian seg-selvare not (obviously) 
inflected, and yet are confined to local relations (Hellan (1986}). There 
are two possibilities to bring this fact into line with our approach. One is to 
suppose that elements like Norwegian -selv do in fact have acljectival inflec­
tion, sometimes overtly realized (e .g. Icelandic sjalfur, Old English self) , and 
sometimes not, as in Norwegian, and that even a non-overt inflectional ele­
ment projects a (non-null) feature matrix. The other possibility is to sup­
pose that, in complex forms, each subconstituent is independently linked 
with the antecedent, hence doubling the blocking effect due to path over­
lap (pace fn.5). We must leave this question open at this point, noting that 
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the second approach would in effect partially subscribe to Pica's generaliza­
tion, by taking bimorphemic structure as one of the factors behind strict 
locality.6 

Note that the features of the anaphor and those of its antecedent meet­
ing at IP in (9) (like those meeting at a) are required to agree, but recall 
also that agreement includes "pseudo"-agreement, parametrically set, as dis­
cussed above. Hence, the example in (8) above is well-formed because the 
combination of [3rd person, singular, masculine] and [no-person, no num­
ber, no gender] (as inJ6n ... sig) is an acceptable case of pseudo-agreement 
in Icelandic, as in many other languages. 

On this analysis, the essential difference between anaphors and pronouns 
is that anaphors are linked by an agreement mechanism with their anteced­
ents, while pronouns are not (although they may still agree, for indepen­
dent reasons). In turn this difference follows from supposing that inherent 
reference is contingent on morphological content. Pronouns, which are 
systematically inflected for some of the I-features, "have" those I-features, 
and hence have (some) inherent reference. Uninflected elements corre­
spondingly "lack" features, hence lack independent reference, and for this 
reason they are always "anaphoric", i.e. they need to be linked with an ante­
cedent in order to refer. Inflected anaphors like English reflexives can be 
made consistent with this general view by supposing that the inflected ele­
ment my/your/him is not in argument (/head) position and is for this reason 
irrelevant to the determination of reference. Rather, we take it to be in 
some peripheral, specifier-like position, which nonetheless plays a role in 
projecting its features up for linkage with an antecedent.7 We must still note 
that the head itself also bears some inflection, as in -self/ -selves, but we may 
suppose that inflection for number alone is insufficient to provide referen­
tial content. Similar considerations apply to reflexives like Norwegian seg 
selv, Italian se-stesso and others, where the first morpheme is uninflected and 
in argument position, while the second, sometimes overtly inflected, is an 
adjunct. Again, the element with the I-features is here in a non-argument 
position and hence unable to determine referentiality. 

The above characterization of the sse is still inadequate in one respect, 
however, and that is that, unlike LDA, local anaphora is blocked by an inter­
vening subject regardless of the presence of a corresponding inflection, as 
shown by (11) (from Faltz (1977: 2), structure ourS).8 

(11) John; saw [a a snake near {him; /?*himself} ] 

We must thus extend the scope of the path-overlap prohibition (10) by 
supposing that subjects always project their features up the tree, regardless 
of an attendant inflection, and furthermore that overlap even at a single 
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point (like a of (9)) suffices to pose a block for anaphoric relations. This is 
plainly stipulatory, but in fact just parallel to the stipulation that other theo­
ries need more generally to identify subjects as blocks, while excluding ob­
jects. 

In sum, we have argued that the sse effect obtains with variable strength, 
which depends on two factors: the strength of the inflection associated with 
the intervening subject, and the inflected versus uninflected character of 
the anaphor. We have proposed to account for both dimensions of variation 
by supposing that antecedent-anaphor relations are agreement relations, like 
subject-I relations, both established by using phrase structure links as paths, 
which must in general not overlap. We have then taken path overlap to be 
nonetheless permitted to the extent that the morphological (/semantic) 
content of each path is weak, hence only with morphologically featureless 
anaphors, and only with the weaker types of intervening inflections. 

3.2 LDA AND PRONOUNS 

In the light of the above discussion, we may now consider the data summa­
rized in (12), relative to both LD reflexives and the corresponding pronouns 
in various languages, where a is the "complement" in (9). For ease of expo­
sition we collect the relevant examples in the Appendix at the end.9 

(12) 
Icelandic Italian Russian Danish Dutch 

a. Indicative *refl *refl *refl *refl *refl 
pron pron pron pron pron 

b. Subjunctive refl ??refl *refl N/A N/A 
pron pron pron 

c. AP-sc refl refl refl refl *refl 
Infin. *pron pron pron pron pron 

d. PP-sc refl refl refl refl 
NP/PVe ??pron *pron *pron pron 

(see Appendix) 

Still aside from the differences among the various languages, the distri­
bution of the reflexives in (12) will follow from attributing the appropriate 
role to the inflection in each case. In particular, we will suppose that the 
cases grouped in (12d), namely small clauses with PP predicates, NP's, and 



14 LUIGI BURZIO 

perception-verb complements (PVCs), are all inflectionless, taking the lack 
of to in e.g. I saw Uohn (*to) leave] to be indicative of this, and representative 
of the other languages as well.lO The cases grouped in (12c), namely adjec­
tival small clauses and infinitivals, are then taken to be cases with some in­
flection of a weak sort, while the inflection of the subjunctives of (12b) is 
stronger, perhaps because it involves person agreement, in contrast to the 
APs of (12c), which agree only in gender and number. Finally, we take the 
inflection of the indicatives of (12a) to be stronger still, plausibly for con­
taining independent tense specifications (as generally argued in the litera­
ture) , in contrast with the tense-dependency of subjunctives. This ranking 
thus accounts for the fact that, for each language, there is a point in (12) 
above which the reflexive is consistently possible, while being consistently 
impossible below it. 

Turning now to the pronouns in (12), we note that their distribution 
stands in a fundamental complementarity to that of reflexives,just as it does 
in general, except for a small area of overlap in each language-the one 
enclosed by the double line, to which we return shortly.ll This 
complementarity in LDA configurations is an important fact, which further 
confirms the correctness of the approach based on the "anaphor-first" con­
dition of (5) above. For if pronouns were controlled by an independent 
principle "B", alongside of the mystery of why they can be locally bound 
exactly when the anaphors cannot as in (6) above, we would now also have 
the mystery of why they cannot be LD bound precisely when the anaphors 
can be, as in (12). As for the overlaps in (12), they also follow from our 
analysis, and in particular from the proposed interpretation of the relevant 
conditions as having a graded effect on overall well-formedness. Thus, if 
the blocking effect increases going from (12d to a), then, for each language, 
there will come a point at which the resulting inhibitory effect on the reflex­
ive equals the (fixed) inhibitory effect on the pronoun imposed by the 
anaphor-first principle (5). That point, at the boundary between the "re­
flexive only" and "pronoun only" portions of the scale, should naturally al­
low both reflexive and pronoun to occur, indeed as in (12). Note here that, 
since we understand ungrammaticality to result from existence of a 
better-formed alternative, both anaphor and pronoun are correctly predicted 
grammatical when equally well-formed, and not equally marginal to reflect 
the respective partial violations of conditions. The non-existence of compa­
rable overlaps with local anaphora follows from the fact that in that case 
there is no factor inhibiting the anaphor, which is thus directly imposed by 
the "anaphor-first" principle. 

The correctness of this general perspective is confirmed by the fact that 
the anaphor-first principle does not only interact with the graded SSC effect 
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to yield the facts of (12), but also with "pseudo-agreement", which itself has 
internal rankings, expressed by the implicational relations in (13). 

(13) Pseudo-agreement Hierarchy 
1st-2nd -> 3rd -> impersonal 

The hierarchy in (13) states that if a language allows pseudo-agreement with 
first and second person antecedents (like Russian), then it will also allow it 
with third person and impersonal antecedents, while if a language allows 
pseudo-agreement with third person (like Italian), it will allow it with 
impersonals (like "PRO-arbitrary", or elements like "one"), but not neces­
sarily with first and second person. The hierarchy in (13) can naturally be 
interpreted as one ofincreasing interpretive "cost", with first-second person 
being the most costly to use in pseudo-agreement, we presume because in­
terpretively more dis tan t from "zero features" than third person. This sheds 
light on the contrast between (14) and (15).12 

(14) Russian (Timberlake (1979: 124» 
a. Starikj ozivilsja i prosil [ na kurort {ego/sebjaJ pokuda ne otpravljat' ] 

old man enliven and ask [ to resort him / self now not send off] 
'The old manj came to life and asked (one) not to send himj off 

to a health resort just now' 
b.Onj dal [ ej umyt' {sebjaj / *ego) i vypil kruzku moloka ] 

he let [ her wash self / him and drank mug milk] 
'Hej let her wash himj and drank down a mug of milk' 

(15) Russian (Timberlake (1979: 127,fn.8» 
a. Tetja Frosja, VYj razresite u {?(?)sebjaj / vas) perenocevat'? 

Aunt Frosja you allow by self / you stay overnight 
'Aunt Frosja, will youj allow (us) to stay overnight with youl 

b. Tetja Frosja, VYj dadite u {sebjaj / vas) perenocevat'? 
Aunt Frosja you let by self / you stay overnight 
'Aunt Frosja, will youj let (us) stay overnight with youl 

The facts in (14) are those reported in (12) above (and the Appendix). 
In (14a) the complement is a normal infinitival-the case of (12c), while in 
(14b) it is the complement of "causative" let, which we place in the same 
category as the PVC of (12d). The examples in (15a,b) are parallel to the 
ones in (14a,b) respectively, except for the fact that the antecedent to the 
reflexive is here second person singular "you", rather than third person. 
The differences are summarized in (16), where we can see that second-per­
son pseudo-agreement consistently shifts relative well-formedness towards 
the pronoun, we presume by adding to the bias against the reflexive. 
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(16) Pseudo-agreement with: 

LDAinto: 3rd 2nd 

a. Infinitive refl (?)? refl 

pron pron 

b.PVC refl refl 

*pron pron 

There are thus (at least) three contending forces in the choice between a 
reflexive and a pronoun: the anaphor-first principle, the SSC, and pseudo­
agreement. The chart in (12) above plots the interaction of the first two: 
anaphor first, which contributes a fixed bias in favor of the reflexive, and the 
SSC, which contributes a variable bias against the reflexive. The chart in (16) 
reveals a further dimension of variation due to the third factor, pseudo-agree­
ment, which also contributes a variable bias against the reflexive. The choice 
between reflexive and pronoun is then determined by computing the overall 
bias, with ungrammaticality resulting when the alternative choice is better 
formed. We can see from both (12) and (16), however, that ''worse­
formedness" maps into ungrammaticality gradually, rather than sharply. 

At this point it remains to account for the differences among languages 
illustrated by (12). On this we will not have much to say, comparing with 
past analyses in this respect. We will suggest, however, that the differences 
are not in the proposed system of conditions, which we regard as invariant, 
but rather in the reflexives themselves as individual lexical items. Note in 
this connection that it is clear that knowledge of the lexicon is not uniform, 
but somewhat stratified, some items being more prominent than others, in 
being more easily remembered or somehow more "accessible" than others. 
We then find it conceivable that LD reflexives in different languages may 
have different degrees of lexical prominence in some such sense, and fur­
thermore that this latter factor may in fact constitute a further, fixed, bias 
for or against the reflexive, which will interact with the rest of the system 
accordingly. Different languages would then simply have different biases, 
resulting in different ranges of viability for the reflexive on the scale of (12). 
This proposal, locating the relevant "parameter" in the lexicon, while main­
taining the syntax invariant, has at least the advantage of being maximally 
simple. Independent evidence for it, however, is admittedly limited at this 
point, and yet not totally lacking. Consider in particular that, as is well known 
(Everaert (1986), (1991)), Dutch reflexive zich is possible in the LD con­
texts described by (12), as well as in contexts of inherent reflexivity like 
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(17a), but not in other local contexts, which require the form zichzelJ in­
stead, as in (17b). 

(17) Dutch (Everaert (1991)) 
a. Jan. schaamde {zich. / *zichzelf.} 

I I I 

Jan shamed self / self 
Jan was ashamed' 

b. Jan. verraste {*zich. / zichzelf.} 
I I I 

Jan surprised self / self 
Jan; surprised himself;' 

This state of affairs would follow if the item zich were assigned a certain 
negative bias in the sense just proposed, compared with zichzelJ. Then, zich 
would be correctly expected to show up only in the contexts that exclude 
zichzelJ. These are precisely the contexts of inherent reflexivity, where zich is 
plausibly required by the same principle that excludes the complex form in 
John lost his/ *his own cool and other such inherently coreferential contexts 
discussed earlier (see discussion of (7)), as well as the contexts of LDA of 
(12). However, in the latter contexts, we now correctly predict a lower cut­
off point for the Dutch LD reflexive compared with that of other languages, 
such as for instance Icelandic, in which the contrast in (17b) does not ob­
tain, hence implying that the LD reflexive in that language does not carry 
the same negative bias. 

Beside thus possibly shedding light on the cross-linguistic variation in 
(12), this approach also leads to the welcome conclusion that there is no 
need to recognize, as a primitive class, a class of anaphors which may be 
bound only long-distance, like Dutch zich. For us, this is parallel to the fact 
that there is no need to recognize a class of pronouns which are only subject 

free (like Russian nemof (6b) above). In both cases the observed distribu­
tion follows as the "residue" of the distribution of some other element which 
lends itself to a straightforward characterization. 13 

This concludes our discussion of the Specified Subject Condition, account­
ing for the behavior of elements which are "in the domain of' a subject. To 
complete our discussion of locality conditions, we now need to turn to sub­
jects themselves, which will take us closer to our initial concern-subjects of 
NPs. 

3.3 THE NIC AND AGREEMENT 

The ungrammaticality of anaphors in structures like (18), in which they 
occurs as the subject of a tensed clause, has received several accounts in the 
brief history of the theory of anaphora. 
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(18) John; believes [ that {*himsel~ / he; ) is intelligent] 

In particular, the analysis of Chomsky (1980) proposed an inherent incom­
patibility between anaphoric status and nominative Case-the "Nominative 
Island Condition" (NIC) , while that of Chomsky (1981) proposed that the 
agreement element (AGR) was itself capable of producing an SSG-type block­
ing effect. The analysis of Chomsky (1986a) relied instead on the "ECP", by 
supposing that anaphors move at LF to join their antecedents, leaving a 
trace. Such a trace would then not be properly governed being the subject 
of a tensed clause, just as in the *that-trace configurations produced by 
wh-movement. 

In this work we will take the crucial factor in the ungrammaticality of 
(18) to be verb-agreement, though not in the same sense as Chomsky (1981). 
Rather, we will follow Rizzi (1989) in taking the relevant generalization to 
be that anaphors are ungrammatical in positions that trigger verb agree­
ment, as stated in (19)-a condition which, however, must be independent 
of the "SSC". 

(19) *anaphor-agreement 

That the effects of agreement on a subject anaphor are not interpretable 
as a generalized SSC in the manner of Chomsky (1981) (where AGR was 
itself just another "SUBJECT"), is shown by asymmetries such as that of (20). 

(20) Icelandic (Maling (1984), Everaert (1986» 
a. Jim; segir [ ab Maria elski sig; ] 

Jon says [ that Maria loves self] 
'jon; says that Maria loves him;' 

b. *Jon; segir ab sig; elski Maria 
Jon says that self loves Maria 

The facts in (20) show that, in languages that have verb-agreement, the 
"relaxation" of the SSC observed for LDA in (20a) is not paralleled by a 
corresponding relaxation of (19), as shown by (20b), leading to the conclu­
sion that the two must be independent. 14 The condition in (19)-so far only 
a descriptive statement- correctly accounts for the fact that languages that 
do not have verb agreement, such as Chinese,Japanese and Korean, permit 
anaphors as subjects of tensed clauses, as we will see below. This is a clear 
advantage over the former "NIC" since, unlike agreement, nominative Case 
is found in both groups oflanguages. The condition in (19) also has impor­
tant advantages over the ECP account of Chomsky (1986a), as shown by 
certain evidence discussed in Rizzi (1989), and other given in Kornfilt (1989) , 
which we now consider. 
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It was argued in Rizzi (1982, IV) , and has since been generally accepted, 
that in "null subject/ free inversion" languages like Italian, wh-movement of 
the subject involves not the pre-verbal, but rather the post-verbal! "inverted" 
position of subjects. Assuming the ECP, this must mean that, unlike pre­
verbal subjects, post verbal ones are "properly" governed. Yet post-verbal, 
agreement-triggering, subjects are just as ungrammatical as pre-verbal ones 
when they are anaphors, as shown by the minimal pairs in (21), (22) noted 
in Rizzi (1989). 

(21) Italian (Rizzi (1989» 
a. A loroj importa solo di se-stessij 

to them matters only of self-same 
'TheYj are only concerned about themselvesj' 

b. * A loro. interessano solo se-stessi. 
I I 

to them matter only self-same 
'TheYj are only interested in themselves j' 

(22) a. Quando si j critica se-stessij ... 
when one criticizes self-same 
'When we. criticize ourselves ... .' 

I I 

b. * Quando si. criticano se-stessi .... 
I I 

when one criticize self-same 

In (21), the dative a lorofunctions as a proper antecedent for the anaphor in 
(a), so that it ought to do the same in (b). Hence the only relevant differ­
ence is that in (21b) the anaphor se-stessi is linked with verb inflection, trig­
gering verb agreement and receiving nominative Case, while in (21a) it is 
not. The same is true for the two variants of the impersonal-si construction 
in (22), the post verbal element triggering verb agreement in (b), but notin 
(a) (See also (25a) below, and for general discussion of this construction, 
Burzio (1986, 1.6». Hence, provided that we take (19) not to refer to linear 
order, the latter condition will draw the right distinctions in (21 )-(22), ex­
cluding all anaphors that trigger verb agreement. In contrast, the ECP would 
exclude only anaphors that occur pre-verbally, given the facts of 
wh-movement, hence permitting (21b), (22b) incorrectly.15 

The discussion of Turkish nominals in Kornfilt (1989) further corrobo­
rates the above conclusion. Kornfilt notes that Turkish nominals permit 
two forms of agreement: a stronger one, exhibiting a full range of variation, 
and a weaker one, with fixed third person singular morphology. She then 
notes further that reciprocals are possible in subject position only in con­
junction with the weaker agreement, as shown in (23) (agreement capital­
ized). 
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(23)Turkish (Kornfilt (1989), caps. ours) 
a. ? Asker-Ieri [birbir-Ierin-ini ol-eceg-IN ]-e inan-iyor-du 

soldiers-pi each-other-3pl-gen die-fut-3sg-dat believe-progr-past 
'The soldiers believed each other to be going to die' 

b. * Asker-Ieri [birbir-Ierin-ini ohim-den kork-tuk-LARIN]-a inan-iyor-du 
soldiers-pi each-other-3pl-gen death-abl fear-ger-3pl-dat believe-progr-past 
'The soldiers believed each other to be afraid of death' 

In the main dialect of Turkish Kornfilt considers, there is no comparable 
difference with reflexives, which are uniformly excluded, even with weak 
agreement. However, another dialect she cites does exhibit the same dis­
tinction as (23) with reflexives, though no longer with reciprocals, now uni­
formlyallowed. Hence, abstracting away from the noted difference between 
reflexives and reciprocals, as well as the one between the two dialects, we 
can say that both reflexive and reciprocal subjects are more strongly inhib­
ited by a stronger agreement than by a weaker one. Abstracting away fur­
ther from the residual extent to which (reflexive/ reciprocal) anaphors might 
be allowed even with weaker agreement in either dialect, which we will not 
attempt to account for, it is clear that the general effect observed by Kornfilt 
is of the type described by (19) and linked to agreement, and not one reduc­
ible to the ECP. For an ECP account would entail that stronger agreement 
(as in (23a» is a weaker governor, and vice versa (as in (23b) )-not an 
expected correlation under any circumstance.16 We thus conclude that the 
u*anaphor-agreement" condition in (19) is indeed the correct cross-linguis­
tic generalization, and now turn to ways to express it in our system.17 

Note first that the very existence of the condition in (19) confirms our 
hypothesis that anaphora is a subcase of agreement. For, if it was a relation 
of some unrelated kind, there would be little reason why it should interfere 
with subject-verb agreement. Our system of agreement paths in fact pro­
vides a rather natural way to express that interference. Thus consider the 
configuration in question, as given in 

(24) r - - - - -- - - - -: 
NPi 

(antecedent) 

I 
I 
a. (complement) 
I 

selfi 
(anaphor) 

I' 
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Following in part Rizzi and Roberts (1989, fn.3), Sportiche (1988), we 
will suppose that Case is never assigned under "m-command" (departing 
from Chomsky (1986b)), and that assignment of nominative Case to a sub­
ject by I in the structure of (24), is rather a form of agreement, which in­
cludes also agreement of I, specifically "AGR", with the subject. The 
"*anaphor agreement" effect of (19)/ (24) will now simply follow by sup­
posing that these two aspects of subject-I agreement-Case agreement, and 
I-features agreement, must necessarily cluster, in the sense that neither one 
is permitted to proceed onto any path independent of the other. Then, if 
anaphora is agreement (in I-features) as we are supposing, a subject-anaphor 
in (24) would have to be linked for I-features with the antecedent while 
being linked for nominative Case to I -precisely what the clustering require­
ment excludes. This predicament has no escape, since it is clear that failing 
to link the subject to I so as to link it with the antecedent would leave the 
subject without Case in violation of Case requirements, while extending the 
subject's Case connection to the antecedent so as to provide the I-feature 
connection would also violate some fundamental principle of Case theory, 
which clearly must exclude assignment of the same Case (here by I) to two 
different arguments. As for the post-verbal subjects of (21b), (22b), we as­
sume that the same account carries over, although some questions will re­
main. In particular, departing from Chomsky (1981), Burzio (1986) and 
others, we suppose that such post verbal subjects receive nominative Case 
directly from I via an agreement path, and that Case and I-features must 
cluster much as in the preverbal case, whence the identical results. Note, 
however, that the modali ties of assign men t of nominative Case post-verbally 
raise a number of theoretical questions (e.g., concerning the role of govern­
ment, see fn.18) which we cannot fully address here (see, for example, 
Harbert and Toribio (1990), Sigur(')sson (1991) for some discussion)). What 
is crucial to our account, however, is only that, with post-verbal nominatives, 
features and Case continue to cluster, as with pre-verbal ones, and this is 
independently established by the facts in (25). 

(25) Italian 
a. si legge / leggono molti libri 

one reads / read many books 
'One reads many books' 

b. li si legge / *leggono 
them one reads / read 
'One reads them' 

As discussed in Burzio (1986, 1.6), in the Italian impersonal si construc­
tion, the verb mayor may not agree with an object NP, as in (25a), but 
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agreement is excluded if the object is an accusative pronoun, as in (25b), 
showing that agreement and nominative Case must indeed cluster, target­
ing the same NP. While agreement with the underscored accusative pro­
noun in (25b) thus violates the clustering, both variants of (25a) are well­
formed, simply because the underscored NP is ambiguously either nomina­
tive (yielding agreement), or accusative (yielding no agreement), unlike 
the pronoun of (25b). 

Note that the system we are thus proposing in some sense reverses that of 
Chomsky (1981), which took the antecedent-anaphor relation and the 
anaphor-I relation in (24) to interfere with one-another because AGR (in I) 
is a closer antecedent. This view is near paradoxical, however, (as Chomsky 
(1986a: 176) notes), since AGR is in fact not a viable antecedent, having no 
reference. Within our system, the antecedent-anaphor and the anaphor­
AGR relations are also taken to be of the same kind, but not because they 
are both relations of antecedence, rather, because they are both relations of 
agreement. Unlike the approach of Chomsky (1981), this results in no para­
dox. 

The case in (18)/ (24) above in which the anaphor is the subject of a 
tensed clause now contrasts with the one in (26), in which it is the subject of 
a small clause (equivalent to the case ofECM complements). 

(26) John; considers [ {himsel~ / *him) intelligent] 

What for us makes the crucial difference in (26) is that the embedded 
subject is assigned Case by the verb under government, and not by an agree­
ment mechanism. Because of this, there is no clustering requirement, so 
that Case and agreement (with the antecedent) will be free to operate inde­
pendently.ls Since the anaphor thus violates no constraints, the pronoun is 
categorically excluded (via "anaphor-first"). 

Let us now turn to subjects of tensed clauses in languages like Chinese, 
which seem "intermediate" between English tensed clauses and small clauses, 
in permitting both anaphor and bound pronoun in subject position, as in 
(27). 

(27) a. Chinese 
Zhangsan; shuo [ {ziji; / ta) hui lai ] 
Zhangsan said [ self / he will come] 
'Zhangsan; said that he; will come' 

b. Malayalam (Mohanan (1982» 
kutti; ammayoot [{taan;! awan) aanaye nulli enn] paraiiiiu 
child mother [ self / he elephant pinched that] said 
'The child; told the mother that he; pinched the elephant' 
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In these cases, even though the verb exhibits no agreement morphology, 
we take the (nominative) Case to still be assigned by an agreement mecha­
nism, much as in English, as seems natural. This enables us to suppose that 
the clustering of Case and I-features is still in force. However, we will also 
suppose that such clustering is required more weakly here, since the I-fea­
tures of the anaphor subject will remain "unmatched" by those of the nomi­
native-assigning inflection, which has none (no AGR). In sum, we are sug­
gesting that, in relation to spec-head agreement, Case and I-features strongly 
cluster if the head morphology has I-features, but cluster more weakly oth­
erwise. On this view, verb agreement thus plays parallel roles with respect to 
two different conditions, as its absence yields weaker versions of both the 
above clustering principle, and the SSC, as shown by the pattern in (12) 
above, and also by the fact that languages without verb agreement, like those 
of (27), permit LD binding of objects out of tensed clauses quite generally. 
In (27a,b), then, the anaphor will be associated with a weak violation of the 
clustering principle, while the pronoun violates the anaphor-first principle 
(5) as always. The free variation/ overlap of (27a,b) can then be interpreted 
to mean that the two violations are of comparable degree. This account is 
quite parallel to the one we proposed for the overlaps in the LDA cases. Just 
as the latter involved a "weak" violation of the SSC on the part of the anaphor, 
so the former involve a weak violation of the clustering principle.19 

The case of subjects of NPs in Chinese-type languages, exemplified in 
(28), is now correctly expected to be quite parallel to the case just discussed, 
allowing both anaphor and pronoun. 

(28) a. Chinese (Huang (1983» 
Zhangsanj kanjian-Ie [ {zijij / ta;! de shu] 
Zhangsan see-aspect [ self / him of book] 
'Zhangsanj saw hisj book' 

b. Malayalam (Mohanan (1982» 
moohanj [ {tantej / awante j} bhaaryaye ] nulli 
Mohan [ selfs / he's wife] pinched 
'Mohanj pinched his j wife' 

The reason is the exact structural parallelism of the two cases, both in­
stantiating the abstract schema of (29), in which the head X assigns Case to 
the subject NP under spec-head agreement. 

(29) [xp NP X ... ] 

With the clausal complements in (27), the head X is I, assigning nomina­
tive Case, while with the NPs of (28) it is the head noun, assigning genitive. 
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In both cases the head is equally uninflected for I-features, whence the iden­
tical behavior with respect to anaphora.20 

The foregoing discussion of subjects has in a sense answered half of the 
original question of the difference in the behavior of subjects of NPs in two 
groups oflanguages, by characterizing subjects ofNPs in the "Chinese" group. 
As mentioned in the introduction, we find the key to understanding that 
difference to be in the role played by the antecedent, which we thus con­
sider in the next section. 

4. ANTECEDENTS AS BLOCKS 

4.1 Experiencers 

In the previous section, we examined the two major blocking effects on 
anaphoric relations: the "SSC" effect on objects, and the "*anaphor-AGR" 
effect on subjects. We now consider the relation between blocks to anaphora 
and antecedents. We will argue that the two notions are very closely related, 
and in particular that, while blocks are not always antecedents, since AGR 
has a blocking effect on subject anaphors without being a possible anteced­
ent as we saw, antecedents are generally also blocks, that is elements capable 
of excluding or inhibiting the use ofa more remote antecedent. Aside from 
anaphors which are not subject-oriented, to which we return, this means 
that the "SSC" and the subject "orien tation" of anaphors are in fact the same 
phenomenon. 

There are two pieces of evidence that tie antecedents and blocks together 
in the above sense. The first is the identity of the two classes. Roughly 
speaking, each class includes subjects and excludes objects, whence the SSC 
on the one hand, and subject orientation on the other, as just noted. But 
what is more striking is that the two classes continue to be identical with 
respect to the "exceptions" to this classification. Thus, it is well-known that 
"subject oriented" anaphors, like all LD anaphors, can also take experiencers 
as antecedents (Bhat (1978), Timberlake (1979, fn.5), Bertocchi and Casadio 
(1980: 26), Giorgi (1984), Cole et.al. (1990), Huang and Tang (1991) among 
others). Less well-known is the fact demonstrated by Huang and Tang (1991) 
that experiencers also function as blocks. Huang and Tang note that, in 
Chinese, LD anaphora is blocked if an intervening subject differs in person 
from the intended antecedent, as shown in (30). 

(30) Chinese (Huang and Tang (1991)) 
a. Zhangsan. renwei [ Lisi. hai-Ie ziji. j . ] 

I J I J 
Zhangsan think Lisi hurt-ASP self 
'Zhangsan. thought that Lisi. hurt him. / himself' 

I J I J 
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b. Zhangsanj renwei [woj hai-Ie ziji.i/j ] 
Zhangsan think I hurt-ASP self 
'Zhangsan. thought that I. hurt *him. / myself.' 

I J I J 

25 

They note further that experiencers, which are possible antecedents as 
we know and as shown in (31a), give rise to the same blocking effect, as 
shown in (31b) (experiencers underscored). 

(31) Chinese (Huang and Tang (1991» 
a. [zijij de xiaohai mei de jiang de xiaoxi] shi Lisij hen nanguo 

[self's child not get prize DE news] make Lisi very sad 
'The news that his ownj child did not get a prize made bill.; very sad' 

b. [[ [Zhangsanj dui zijii/.j/.k mei xinxin de shi] shi w~ hen nanguo de 
xiaoxi ] shi Lisi k hen yiwai ] 

[[[Zhangsan to selfno confidence's fact make] I very sad DE news] 
make Lisi very surprised] 

'The news that I was saddened by the fact that Zhangsanj had no 
confidence in himself/ • ./*me surprised Lisi' 

I J 

While various questions now arise to which we return directly, the above 
evidence shows that, as noted by Huang and Tang, the classes of anteced­
ents and blocks coincide in the manner illustrated by (32) .21 

(32) Antecedent block 

a. subject yes yes 

b. experiencer yes yes 

c. object no no 

One obvious question will be how to capture the parallelism in (32). An­
other is how to express the "different person" blocking effect of (30)-(31). 
Beginning with the first, recall that, within our system, subjects are blocks 
because they project their features up to the nearest XP, thus inducing path 
overlap. For those subjects which are not associated with any inflection which 
would require upward projection independently, feature projection was stipu­
lated. We now simply extend that stipulation and suppose that experiencers 
do the same, also projecting their features up, speculating that this may be a 
property of certain "semantically prominent" elements.22 While the latter 
stipulation is obviously problematic, we note that other analyses fare no bet­
ter on this point. In particular, accounts of subject orientation in terms of 
LF movement of the anaphor to inflection (Cole et al. (1990), Pica (1991) 
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and others) face a more serious problem still. Since experiencers are not 
connected with inflection in any way, movement to I does not only not pre­
dict that experiencers may be antecedents, but in fact falsely predicts that 
they should not be (as also noted by Huang and Tang). Hence our stipula­
tion has no viable alternative. 

In order to account for the fact that certain kinds of anaphors are not 

subject oriented, we will now suppose that non-experiencer objects may also 
project their features up the syntactic structure. However, we suppose fur­
ther that this optional step (not triggered by "semantic prominence") adds 
to the overall interpretive "cost". With uninflected anaphors like the LD 
ones, this cost will then compound with that of pseudo-agreement, correctly 
resulting in the exclusion of (non-experiencer) object antecedents. In con­
trast, with inflected anaphors like English reflexives, there is pseudo-agree­
ment to deal with (since there is overt agreement), resulting in object ante­
cedents as a viable option. Note here that the subject-orientation ofanaphors 
is a relatively weak effect, as seems consistent with the above (cost-based) 
account (see Maling's (1986, ex. (1», given in part below as (38a», while a 
movement-to-I account would entail a sharper effect.23 

Turning to the question of the identity of antecedents and blocks in (32), 
the latter follows directly from our system of feature-projection. That is, if 
anaphors merely project their features up the syntactic structure, they will 
only be able to link up with elements that, independently, also project their 
features, and which -by doing so- necessarily also act as blocks, inhibiting 
relations with more remote antecedents. Non-experiencer objects continue 
not to be blocks on this account, despite their being antecedents (to certain 
anaphors), because, while they may project their features, they are not 
required to do so. 

Turning now to the "different person" blocking effect of (30)-(31) ob­
served by Huang and Tang, it can be expresses within our system by simply 
supposing that overlapping paths must agree in person. Intuitively, this has 
a certain plausibility (Huang and Tang's solution is partially similar). Since 
we think of overlapping paths as different communications riding on the 
same line, it makes sense to suppose that partial sameness of the "signal" 
should be a precondition for sharing the line, with "person" being perhaps 
the most salient feature. There is one problem that we must leave unsolved, 
however, which is that-to our knowledge-this effect has not been reported 
for any of the (Indo-European) languages of (12) above.24 This notwith­
standing, the conclusion that, in anaphoric relations, antecedents and blocks 
are one and the same category, and our account of it, seem to stand. 
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4.2 WEAK ANTECEDENTS 

A second piece of evidence for the identity of the notions of antecedent and 
of block is that the two categories are internally ranked in similar fashion. 
Thus, recall that blocks rank in strength as in (33), which repeats and slightly 
simplifies the ranking of (12) above. 

(33) SSC effect ranked by complement type: 
a. Tensed (strongest block) 
b.lnfinitival (AP-sc) 
c. PVC (NPs, PP-sc) (weakest block) 

Consider now that some of Timberlake's (1979) discussion of Russian re­
flexives reveals that antecedents rank quite analogously. As Timberlake notes, 
LDA discriminates among different antecedents in the manner illustrated 
in (34). 

(34) Russian (Timberlake (1979)) 
a. I onj ne prosil nikogo iz nix [provesti (sebja/ ego) v nuznoe mesto ... ] 

and he not ask any of them lead self / him to needed place ... 
'and hej did not ask any of them to lead himj to the necessary place .. .' 

b. I onj stydilsja poprosit' kogo-libo iz nix [provesti ?(?)sebjaj / egoj v 
nuznoe mesto ] 

and he embarassed ask any of them lead self / him to needed place 
'and hej was embarassed to ask any of them to lead himj to the 

necessary place' 

In (34a) the antecedent is the subject of a tensed clause, and the anaphor/ 
pronoun overlap is as discussed in 3.2 above. In contrast, in (34b) the ante­
cedent is the subject of an infinitiva1.25 As the judgments indicate, the latter 
antecedent appears to favor the reflexive less than the subject of a tensed 
clause, and is thus a "weaker" antecedent in that sense. However, in contrast 
to LDA, local anaphora appears totally insensitive to differences among an­
tecedents, always requiring the reflexive to the full exclusion of the pro­
noun, as shown by (35). 

(35) Russian (Timberlake (1979)) 

a ... menj~ poprosjat xotja v dvuk slovax rasskazat' 0 (sebej /*obo mne) 
me ask if only in two words tell about self / about me 
' ... (they) would ask mej to talk about mysel~ if only in two words' 

b. Tixon Zaxarovic zastavil rabocixj ne scadit sebjaj / *ixj ... 
Tixon Zaxarovic make workers not spare self them 
Tixon Zaxarovic made the workers j not spare themselves j .. .' 
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Let us then summarize the above facts as in (36). 

(36) Antecedent, subject of: LDA into infinitival local anaphora 

a. Tensed refl refl 

pron *pron 

b. Infinitival ?(?)refl refl 

pron *pron 

c. PVC refl 

*pron 

We can see that the hierarchy of antecedents in (36), ranking antecedents 
in LDA, mirrors the hierarchy of blocks of (33) except for the lack of evi­
dence on subjects of PVCs in (36c) (not given in Timberlake's discussion). 
This, however, will be shown to fit the same pattern later on (see (44) be­
low). This further parallelism of antecedents and blocks continues to fol­
low from our system. For if anaphors can only link up with elements that 
intervene on the upward path and hence act as blocks, it seems natural that 
they should find stronger blocks to be more viable antecedents than weaker 
ones. The remaining question is of course why should the discriminating 
effect be present only in LDA and not in local anaphora. What this differ­
ence between the two cases suggests is that anaphoric relations simply treat 
blocks in a consistent fashion, in the sense that overcoming a block of a 
certain strength automatically makes all weaker blocks undetectable. We 
may state this as in (37). 

(37) Blocking consistency: Once not a block, never a block 

Such a principle seems natural. Its effects can be visualized by imagining a 
projectile traveling in a horizontal line, which will never be able to hit any 
obstacle lower than one it has already passed. The facts in (36) now follow 
from the principle in (37) since, in LDA out ofinfinitival complements, that 
principle will require that the antecedent be a stronger block than the sub­
ject of an infinitival, namely that it be the subject of a tensed clause, whence 
(36a). Subjects of other infinitivals will not be detectable, or -assuming a 
somewhat graded effect as for some of the other principles- only marginally 
detectable, whence (36b). In contrast, in local anaphora no block is being 
overcome, thus (37) is irrelevant, any block will be a viable antecedent, and 
the reflexive will be fully well-formed to the full exclusion of the pronoun.26 

The principle in (37) accounts not only for the type of contrasts noted by 
Timberlake, but also for other striking ones never accounted for unitarily be­
fore. One, noted by Thriinsson (1979), and Maling (1986), is given in (38). 
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(38) Icelandic (Maling (1986» 
a. Jon syndi Haraldi; fot a sig; / hann; 

Jon showed Harald clothes for self / him 
Jon showed Harald; clothes for himsel~' 

b. Eg lofaoi Haraldi. [ao raka *sig. / hann. ] 
I I I 

I promised Harald to shave self / him 
'I promised Harald; to shave him;' 

29 

As Maling observes, LD reflexive sigcan for many speakers also take an ob­
ject antecedent, in partial consistency with our above account of subject 
orientation. This, however, is only possible when sigis locally bound as in 
(38a), and not in LD relations like that of (38b). This follows from our (37) 
since, to the extent that an object can be an antecedent and hence a block, 
it will surely be a block of the weakest kind (not being related to any inflec­
tion) , and as such it will systematically be undetectable in any LD relation. 

Another relevant contrast is the one in (39) noted by Maling (1984), as 
well as Giorgi (1984), and others. 

(39) Icelandic (Maling (1984» 
a. *Jon; kemur ekki [nema Sigga bjooi ser;] 

Jon comes not unless Sigga invites self 
'jon; does not come unless Sigga invites him;' 

b. Jon; segir ao hann komi ekki [ nema Sigga bjooi ser;] 
Jon says that he comes not unless Sigga invites self 
'jon; says that he will not come unless Sigga invites him;' 

The relevant generalization here is that LD anaphors contained in sentential 
adjuncts cannot take the subject of the most immediately dominating clause 
as their antecedent, as shown by (39a), while they can take the (more re­
mote) subject of a higher clause, as in (39b). This follows from the prin­
ciple in (37) if we take adjuncts like the one in (39) to be attached to IP (as 
Maling in fact argues), as in 

(40) 

NPi 
(subject) 

IP 

I' 

!i 
VP 

adjunct 
.... selfi 
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For then the path overlap relative to the nearest subject (the one in (40» will 
be a "point" overlap (at IP), not implicating any path from inflection, and 
hence comparable to that due to subjects of uninflected clauses or objects. 
The resulting block, due to the subject alone, will thus again be one of the 
weaker variety and hence not detectable in (39a) , where a stronger block­
the subject-and-I in the adjunct, is being overcome.27 In contrast, in (39b) 
the adjunct is internal to the VP of which the antecedent is the subject, so that 
path overlap will again implicate the connection between the subject and its 
inflection in full (as if the anaphor was within VP in (40». In this case the 
subject will be a stronger block, and hence a viable antecedent under (37). 

A third contrast accommodated under the principle in (37), albeit only 
to some approximation, is the one in (41), noted by Giorgi (1984), (1991). 

(41) Italian (Giorgi (1984), (1991» 
a. *Ho visto [sc it professorej accanto agli studenti [ che seguivano il 

proprioj corso] ] 
I have seen the professor next to the students who were following 

the own course 
'I saw the professorj next to the students who were following hisj 

course' 

b. ?Ho visto [sc it professorej contento del rendimento degli studenti 
[che seguono il proprioj corso] ] 

I have seen the professor pleased with the performance of the 
students who follow the own course 

'I saw the professorj pleased with the performance of the students 
who follow his. course' 

I 

In (41a), the LD anaphor proprio is embedded in a tensed (relative) clause, 
and fails to take the subject of a PP small clause as its antecedent. This 
follows from (37), since PP small clauses rank lower than tensed clauses 
(and approximately like PVCs, as in (12) above).28 The case in (41b) differs 
minimally, in that the antecedent is here the subject of an AP, rather than a 
PP, small clause. This configuration still violates (37), but now to a lesser 
degree, since AP small clauses rank higher than their PP counterparts (as in 
(12) above), because adjectives (at least in Italian), have an inflection. Hence 
at least the direction of the contrast is correctly predicted. 

In conclusion, the principle in (37) will correctly draw the distinction 
between local and LD anaphora charted in (36), as well as account for a 
number of other significant facts.29 

Once the role of the antecedent is thus defined in terms of (37), the 
solution of the original problem is close at hand, as we can now see by finally 
turning to the possessives. 
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5. POSSESSIVE ANAPHORA 

The problem we began with is that languages like Chinese, that do not have 
verb-agreement, and Indo-European languages, that do, differ in the struc­
ture of (42) in the manner indicated. 

(42) They; read [their; booksJ 

a. Chinese type refl 

pron 

b. Indo-European type refl 

*pron 

In 3.3 above, we analyzed the pronoun/anaphor overlap of Chinese-type 
languages by arguing that possessive anaphora is not truly local, due to the 
weak interference of the spec-head relation with the antecedent-anaphor 
relation. If this is true, then possessive anaphora ought to exhibit a discrimi­
natory effect with respect to antecedents similar to that ofLDA, and unlike 
local anaphora. Indeed, this is the case, as shown in (43), again due to 
Timberlake (1979). 

(43) Russian (Timberlake (1979)) 
a. . .. on; ne mog najti [ {svoju; / *ego) xatu ] 

he not able find [ own / his hut] 
• ... he. was unable to find his. house' 

I I 

b. Roditeli proposili Serezu; ne slusat' [ {svoju; / ?ego) rakovinu ] ... 
parents ask Sereza not listen [ own / his shell ] 
'His parents asked Sereza; not to listen to his sea-shell .. .' 

c. Roditeli zastavljali Serezu; ne slusat' [{?(?)svoju/ ego) rakovinu] ... 
parents make Sereza not listen [ own / his shell ] 
'His parents tried to make Sereza; not to listen to his; sea-shell .. .' 

The facts in (43) summarize as in (44), which thus complements the ante­
cedent hierarchy of (36) above.30 

(44) Antecedent, subject of: local anaphora 

a. Tensed refl 

*pron 

b. Infinitival refl 

?pron 

c. PVC ? (?) refl 

pron 



32 LUIGI BURZIO 

We can now see that the "Chinese" facts in (42a) are virtually identical to the 
"Russian" ones in (44b) , and in fact intermediate between (44b and c). Our 
original problem given in (42), is thus solved by simply assuming that sub­
jects of Chinese tensed clauses rank on a par with Indo-European subjects of 
infinitivals/ PVCs as blocks, an assumption entirely consistent with our hy­
pothesis that strength of block/antecedence is commensurate with the 
strength of the implicated inflection. Given the lack of verb-agreement, the 
inflection of Chinese-type tensed clauses will surely be "weaker" than that of 
Indo-European tensed clauses, in the same sense that the inflection oflndo­
European infinitives is.31 

Hence, no difference need be postulated with regards the internal struc­
ture of NPs, as the difference between the two groups of languages follows 
from the different roles of the respective antecedents, which we can inde­
pendently predict. 

Notice that, crucial to the above account, was the hypothesis that posses­
sive anaphora is not strictly local. The latter assumption is in fact supported 
by several independent considerations beside the variation in (44). One of 
these is that, cross-linguistically, possessive anaphors are overwhelming of 
the LD rather than of the local variety (i.e. they are uninflected with respect 
to the features ofthe antecedent, although they may -irrelevantly- inflect for 
the features of the head. See below). This generalization in fact directly 
accoun ts for the non-existence of the series of English possessives like himselfs, 

given the local character of himself series of reflexives. Another consider­
ation that seems relevant is that, while some languages lack reflexive objects 
(like West Flemish, Frisian, Old English), many more (like Modern English 
and the Romance languages) lack reflexive possessives. This supports the 
view that reflexive possessives are more "costly", because systematically "long 
distance". Another relevant piece of evidence is provided by pseudo-agree­
ment. Recall that in languages with a sufficiently broad range of pseudo­
agreement, like Russian, LDA tends to exclude the more costly cases of 
pseudo-agreement, i.e. first-and-second person, as summarized in (16) above. 
The same is true of possessive anaphora, which con trasts with local anaphora 
in the manner of (45). For relevant examples see Timberlake (1979: 113). 

( 45) Russian Pseudo-agreement with: 

3rd 1st-2nd 

a. Local anaphora refl refl 

(sebja) *pron *pron 

b. Possessive anaphora refl refl 

(svoj) *pron pron 
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That is, while local anaphora requires the reflexive sebja in all persons, pos­
sessive anaphora requires the reflexive svoj only in the third (a less costly 
case of pseudo-agreement) ,allowing both reflexive and pronoun in the first 
and second, hence roughly like LDA out ofPVCs, as shown in (16b) above. 32 

The conclusion that possessive anaphora is not strictly local, needed for our 
proposed solution to the contrast in (42), thus seems firmly established. 

Our discussion has so far glossed over the fact that, in the Indo-European 
languages, reflexive possessives are generally adjectives, and not genitive NPs 
as in Chinese. Consider for example Latin suus, which we may plausibly 
analyze as having a nominal stem su, or perhaps the very same reflexive 
object se, and an acljectival morpheme -us (I-ai-urn; -ij-<e/-a) agreeing in 
gender and number with the head. Our earlier discussion, which only con­
sidered genitive possessives, will plausibly carryover to this case as well, once 
we consider the parallelism illustrated by (46). 

(46) a. se-us 
b. NP-gen 

If the genitive Case of (46b) (and, in general Case assigned to a specifier by 
a head) is a form of agreement, then it will be analogous to the agreement 
of the adjectival morpheme -us in (46a). As a result, in both (46a,b) there 
will be two agreements: one with the head (either in Case, or in I-features), 
and one with the antecedent (in I-features). In both cases the latter agree­
ment is not overt, hence only a case of pseudo-agreement. For the case of 
genitives (46b), we supposed that the two relations, with the head and with 
the antecedent, partially interfered with one-another because of a cluster­
ing require men t peculiar to spec-head agreemen t. The exact nature of this 
clustering requirement, not completely clear for the earlier case, becomes 
admittedly even less clear in the case of adjectival possessives (46a) , in which 
both relations involve I-features. Perhaps in the case of (46a) the interfer­
ence in question is simply due to path overlap (analogous to that offn.19), 
but we must leave this issue to further study. Recall in any event that the 
relative opacity of possessive anaphors including the adjectival ones is not in 
question, given the evidence discussed. Thus only the exact nature of it 
remains somewhat uncertain. Note in addition that the Chinesel 
Indo-European contrast would fail to reduce to the difference between 
genitive and adjectival possessives just discussed, given for example the facts 
of Basque, illustrated in (47) below. 

(47) Basque (Rebuschi (1987» 
Peiok; [ (bere; I *haren) txakurra ] ikusi du 
Peio-k [ selfs I his] dog seen Aux 
'Peio; has seen his; dog' 
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According to Rebuschi (1987), reflexive here in (47) is a genitive form (as is 
pronominal haren) , yet the binding facts mirror those of Indo-European, 
not those of Chinese. From our point of view, this follow from the fact that 
Basque has a system of verb agreement (see Rebuschi (1986), (1987» like 
the Indo-European languages, and unlike Chinese.33 

6. CONCLUSION 

This article has pursued two related goals. One, more specific, was to ac­
count for a certain cross-linguistic difference with respect to possessive 
anaphora. The other, more general, was to sketch out a general theory of 
anaphora. In essence, the connection between the two goals is provided by 
the two propositions in (48). 

(48) a. In "long distance" anaphoric relations, antecedents which are sub­
jects of inflected clauses provide a greater degree of well-formedness 
for the reflexive than antecedents that are subjects of uninflected 
clauses, while having the opposite effect on the pronoun. 

b. Possessive anaphora is a subcase of long distance anaphora. 

Most of our discussion was in fact aimed to showing that each of (48a,b) is 
true, and to providing a general framework that would account for them­
our more general goal. Our more specific goal was then automatically 
achieved as the conjunction of the respective accounts of (48a,b), given the 
simple observation that, in languages like Chinese, tensed clauses are 
"uninflected", exhibiting no subject-verb agreement, unlike those of Indo­
European. 

We hope to have also shown in our discussion that anaphora is subject to 
a number of constraints related to the functioning of "agreement" or inflec­
tion, a fact which supports our general approach to anaphora as agreement. 
We list the relevant effects in (49) (where (4ge) partially restates (48a». 

(49) a. The inflected versus uninflected morphology of the anaphor de-
termines whether or not the anaphor may function "long distance". 

b. The inflected versus uninflected character of a head determines 
whether or not an anaphor is allowed in "spec" (subject) position 
(the "* anaphor-AGR" effect). 

c. In complement clauses, the character of the inflection that the sub­
ject is associated with determines the extent to which object 
anaphors may be bound long-distance (the variable "SSC" effect). 
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d. The character of the inflection that a subject is associated with de­
termines the subject's viability as an antecedent in long-distance 
relations (the "blocking-consistency" effect). 

e. The type of pseudo-agreement at work between antecedent and 
anaphor is a well-formedness of (long-distance) anaphoric relations. 

APPENDIX (CHART (I 2) ) 34 

I. Icelandic 
a. (Maling (1984» (Ind) 

Jon; upplysti hver hafOi barib {*sig; / hann) 
Jon revealed who had hit self / him 
'Jon. revealed who had hit him.' 

I I 

b. (Maling (1984» (Subj) 
Jon; upplysti hver hefi')i bariC) {sig; / hann) 
Jon revealed who had hit self / him 
'Jon; revealed who had hit him;' 

c. (Anderson (1986» (Inf) 
Jon; skipaoi mer ao raka {sig; / *hann) 
Jon ordered me that to-shave self / him 
'Jon. ordered me to shave him.' 

I I 

c'. (Everaert (1986,301f» (AP-sc) 
Salfr.eoingurinn; geroi Harald stoltan af Iser; / *honum) 
psychiatrist made Harald proud of self/ him 
'The psychiatrist; made Harald proud of him;' 

II. Italian 
a. (Ind) 

Gianni; diceva [che i giornali parlavano di {*se; / lui) ] 
Gianni said [ that the newspapers talked about self / him] 
'Gianni; said that the newspapers talked about him;' 

b. (Subj) 
Gianni; sperava [che i giornali parlassero di {??se; / lui) ] 
Gianni hoped [ that the newspapers would talk about self / him] 
'Gianni; hoped that the newspapers would talk about him;' 
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c. (In£) 
L'oratorej persuase la folIa [ a venire verso di {sej / luiJ ] 
the speaker persuaded the crowd to come towards of self / him 
'The speakerj persuaded the crowd to come towards himj' 

c'. (AP-sc) 
Mariaj riteneva [ ognuno innamorato di {sej / leiJ ] 
Maria believed each enamoured of self / her 
'Mariaj believed everyone in love with herj' 

d. (Giorgi (1991» (PP-sc) 
Giannij ha aizzato [ Maria contro di {sej / ?luiJ ] 
Gianni has incited Maria against of self / him 
'Giannij has turned Maria against himj' 

d'. (PP-sc) 
Manuelj vide [ il toro sopra di {sej / ?*luiJ ] 
Manuel saw the bull upon of self / him 
'Manuel saw the bull upon him' 

d". (PVC) 
Mariaj vide l'auto venire contro di {sej / ?lei j} 
Maria saw the car come against of self / her 
'Mariaj saw the car come against herj' 

III. Russian 
b. (Rappaport (1986) )(Subj) 

Vanjaj xocet, ctoby [ vse ljiubili {egoj / *sebjaj} ] 
Vanja wants that [ everybody love him / self] 
'Vanj~ wants that everybody love himj' 

c. (Timberlake (1979» (In£) 
StariI<. ozivilsja i prosil [na kurort ego/ sebja)] pokuda ne otpravljat'] 
old man enliven and ask [ to resort him / self] now not send off 
'The old manj came to life and asked (one) not to send himj off to 

a health resort just now' 

d. (Timberlake (1979» (PVC) 
Onj dal [ ej umyt' {sebjaj / *egoJ i vypil kruzku moloka] 
he let [ her wash self / him and drank mug milk] 
'Hej let her wash himj and drank down a mug of milk' 
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IV Danish 
c. (Vikner (1985» (In£) 

at Susan; overtalte Anne til [ at hore pa {sig; / en de;} ] 
that Susan persuaded Anne to [ that listen to self /her ] 
'that Susan; persuaded Anne to listen to her;' 

c'. (Pica (1986» (AP-sc) 
Larsen; betragter Jorgen some farlig for (sig; / hamJ 
Larsen considersJorgen as dangerous for self / him 
'Larsen; considersJorgen dangerous for him;' 

d. Uakubowicz and Olsen (1988), analysis ours) (PP-sc) 
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John bad Peter; [PRO; anbringe [ bogerne bagved {sig; / *hamJ ] 
John asked Peter [ to put the books behind self / him] 
'John asked Peter; to put the books behind him;' 

V. Dutch 
c. (Everaert (1986» (AP-sc) 

Marie; maakte [ mij jaloers op {*zich; / haar;} ] 
Marie made me jealous of self / her 
'Marie; made me jealous of her;' 

c'. (Everaert (1986» (In£) 
Ria; vroeg ons [ voor {*zich; / haar;} te zorgen ] 
Ria asked us [ for self / her to take care] 
'Ria. asked us to take care of her.' 

I I 

d. (Everaert (1986» (PVC) 
Hij; hoorde [ mij over {zich; / hemJ praten ] 
he heard [ me about self / him talk ] 
'He. heard me talk about him.' 

I I 

NOTES 

I The cross-linguistic pattern of locally bound pronouns illustrated in (6) is very 
pervasive, and yet rarely noted in the literature. Locally bound pronouns were first 
drawn attention to in Zribi-Hertz' (1980) discussion of French. 
2 Additional arguments against principle B are given in Burzio (1989). The "asym­
metry" in the acquisition of principles A and B often noted in the relevant literature 
is in fact a further argument against principle B. Everaert (1991: 113) summarizes 
the relevant observation as in (i), while the same children generally interpret anaphors 
correctly. 
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(i) a sentence like John washes him is often interpreted by young children as 

meaningJohn washes himself 

From the point of view of two principles A and B with the same status, this asymme­
try is extremely surprising. The facts are much less remarkable from our point of 
view: children to whom (i) applies have simply not yet acquired the "anaphor-first" 
principle in (5), while they may well be fully equipped to interpret anaphors -two 
rather different devices. 
3 In fact (5) is still relevant to the cases in (7) in selecting the first element of the 
complex. This is a pronoun only when there is no corresponding anaphor, just as in 
(6). 
4 This will raise obvious questions, which we are not in a position to answer at this 
point, about languages that have object agreement. 
5 There is also reason to believe that LD anaphor proprio "own ", uninflected (for the 
features of the antecedent) is structurally complex, having the structure [e ]-proprio, 
analogous to that of suo-proprio "his own", whence a further potential difficulty for 
Pica's criterion. Part of the evidence leading to that conclusion is the fact that proprio 
behaves like the complex anaphors in (7) with respect to the relevant semantic crite­
ria, whence its ability to overlap with the pronoun in (i), contrasting with the 
complementarity in (2) above. 

(i) Gianni i legge lil suoi / il proprio,llibro 
Gianni reads the his the own book 

'Gianni reads hisi / his own i book' 

fi There are other apparent exceptions to this generalization, for which we have no 
account, at the moment. One is the "long distance" use of English reflexives studied 
by Zribi-Hertz (1989) and others. We note that the latter phenomenon does not, to 
our knowledge, extend to inflected/ morphologically complex anaphors of other 
languages, and in this sense does not seriously challenge the proposed generaliza­
tion. Another is represented by reciprocals, which are systematically local, cross 
linguistically, despite the fact that in some languages they are not obviously inflected 
(e.g. English each other). A third case is that of reflexive clitics, which are strictly 
local, cross-linguistically, regardless of their morphology. 
7 This is plausibly due to the fact that specifier, e.g. my and head, i.e. self are them­
selves linked by way of spec-head agreement, so that connecting a head to the ante­
cedent implies connecting its spec as well. 
8 For ease of exposition, we take this and other complements to perception verbs to 
be clauses, rather than complex NPs as argued in Burzio (1986,4.7), which would 
analyze a in (11) as in (i). The difference does not affect the issues at hand. 

(i) [NP snakesi [IP e i near .... ] ] 

!l As indicated in (12), there is no subjunctive in Danish or Dutch. 
10 Despite the fact that in many languages (e.g. Romance) there is no overt differ­
ence between normal infinitivals and PVCs. 
II The impression is rather widespread in the literature that LDA does not affect 
the distribution of pronouns, which is thought to remain constant, and as in En­
glish. The following quote from Koster and Reuland (1991: 2f) is indicative of that 
impression. 
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(i) "It is presently quite unclear why the opacity factor for pronominals does not 
vary, and why the complementarity between pronominals and anaphors, which 
is generally quite striking, breaks down in some constructions, especially in 
languages with long-distance anaphors." 

On the other hand, the exclusion of pronouns in LDA contexts is attested by a vari­
ety of sources, like the ones listed in (ii). 

(ii) a. Icelandic infin.: Anderson (1986, ex.13) 
Maling (1986, ex.14b) 

b. Icelandic AP-scs: Maling (1986, ex.2) 
Everaert (1986, ex.128, p302) 

c. Russian PVCs: Timberlake (1979, ex.40-41) 
d. Gothic infin.: Harbert (1982, ex.12 and discuss. p7, top) 
e. Latin infin.: Bertocchi and Casadio (1980, p35) 
f. German PP-scs: Faltz (1977, ex.12, p2) 

g. Yoruba tnsd claus.: Mohanan (1982, ex.57-58 and discuss. p182f) 

12 Throughout the text and in the Appendix, Timberlake's diacritics ", ?, *" have 
been rendered as "?, ?(?), *", respectively. 
13 We thus differ here from Everaert (1991), who does postulate elements which are 
bound, but locally free, as a primitive category. Other languages which have been 
reported to analogously exclude the LD reflexive from local contexts and which we 
presume are also amenable to the text account are: Kannada (Bhat (1978», Marathi, 
and Malayalam (Thrainsson (1991 and refs». 
14 Anderson (1986) argues that the absence of nominative reflexives in Icelandic is a 
"morphological" gap. While Anderson's point seems quite correct, the gap cannot 
be accidental, since it is found systematically in language after language, calling for 
a syntactic account. For some related discussion see also Everaert (1991b). 
15 There are two important considerations that further bear on the issue. One is that 
(19) predicts that languages that have verb agreement with the object should ex­
clude object reflexives. On this point we lack any direct evidence, except for that 
cited in fn. 33 below, relative to Basque. The second consideration is that, unlike 
the ECP-based account, an account based on (19) fails to relate the ability of lan­
guages like Chinese to have subject reflexives, to their known immunity to the "*that­
trace" effect. To put it differently, an account of the anaphora facts based on verb­
agreement would imply -given the correlation- that "*that-trace" effects are also re­
lated to verb-agreement, a possibility that we leave to further study. 
H1 Kornfilt's discussion also makes it abundantly clear that the blocking effect is in 
not related to nominative Case (as under the NIC), or any specific Case. 

Her proposal for making agreement the relevant blocking element is essentially 
to reintroduce the notion of "SUBJECT" of Chomsky (1981), which, however, we 
have rejected on the basis of (20). 
17 Our account of (19) will be different from Rizzi's (1989) own, which is framed 
within a generally more conservative set of underlying assumptions than ours, and 
to which the reader is referred. 
18 Note that the distinction between post-verbal accusatives and post-verbal 
nominatives is then rather subtle. In particular, to the extent that post-verbal nomi­
native may also be assigned under government (by I), we may expect clustering of 
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Case and I-features to no longer obtain, resulting in a nominative NP which does not 
trigger verb-agreement. This expectation is in fact fulfilled, at least in part, since 
there are languages in which post verbal nominatives can fail to trigger verb-agree­
ment. Italian, however, is not one of them, raising the question of why clustering 
should obtain. 
I" Note that this approach predicts one further difference between the two groups of 
languages, and in particular that subject-internal anaphors should be blocked by 
path overlap in languages that have verb agreement, but not in those that do not, as 
in fact seems to be the case in (i). 

(i) a. Danish (Vikner (1985» 
* at [Peteri troede at [[billederne af sig (selv),] aldrig ville blive til noget]]] 

that [Peter thought that pictures of ref} (self)] never would become to 
anything 

'that Peteri thought that the pictures of himi would never come out' 

b. Chinese (Cole et al. (1990» 
Zhangsani shuo [ Lisij zhidao [ zijii/j de mama zai Taibei ] ] 
Zhangsan says Lisi knows self of mother at Taipei 
'Zhangsani says that Lisij knows selfsi/j mother is at Taipei' 

In (ia) the subject "pictures of self' is connected with verb agreement, resulting in 
an overlap with the antecedent-anaphor connection. In contrast, in (ib) the subject 
"selfs mother" is not connected with verb agreement since there is none, and hence 
there is no overlap. Note that while marginal English examples like (iia) are often 
reported as grammatical in the literature, the pattern of (ia) seems nonetheless gen­
eral for the Indo-European languages, being attested also for those of (iib) as indi­
cated. See also Freidin (1986: 157 and refs). 

(ii) a. ??TheYi thought that pictures of each otheri were on sale 
b. Norwegian: Everaert (1986, 253 fn.3) 

Russian: Rappaport (1986) 
Hindi: Harbert (1982) 

20 The parallelism would be maintained as well under the "DP hypothesis" (Abney 
(1987) and others), which would take the nominal structures in (28) to be "Deter­
miner Phrases", their head X in (29) now being the genitive marker itself, assigning 
Case to the subject. 
21 Graffi (1987), (1988) also finds experiencers to act as blocks in the following kinds 
of English and Italian examples (experiencer underscored). 

(i) a. ?I think it pleased!ill:m; that pictures of each otheri are hanging on the wall 
b. ?*TheYi think it pleased me that pictures of each otheri are hanging on the 

wall 

(ii) a. ? Pietroi dice che sembra che i proprii antenati non siano stati degli eroi 
Pietro says that (it) seems that the own ancestors not have been some 

heroes 
'Pietroi says that it seems that hisi ancestors may not have been heroes' 

b. ?*Pietroi dice che a Paolo sembra che i proprii antenati non siano stati degli 

eroi 
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Pietro says that to Paolo (it) seems that the own ancestors not have been 
some heroes 

• Pietro; says that it seems to Paolo that his; ancestors may not have been 
heroes' 

22 However, the question will remain as how experiencer antecedents are to satisry 
the C-command requirement. We will leave this question open, simply noting that 
two kinds of answers are possible in principle. One is that the C-command require­
ment, which is in any event not well understood, is simply relaxed with a certain class 
of prominent elements (see in this connection Huang and Tang's (1991) discussion 
of "subcommanders"). The other is that that requirement is in fact fulfilled, via the 
more abstract kind ofD-structure and derivation proposed in Belletti and Rizzi (1988). 
23 Romance reflexive clitics, which are plausibly attached to inflection, do exhibit a 
strong subject-orientation, to the point of being quite uninterpretable with object 
antecedents. 
24 Note, however, that in the Western Indo-European languages this phenomenon 
may in fact not arise in quite the same fashion simply because first-and-second per­
son NPs are not possible antecedents, due to the more restrictive pseudo-agreement. 
We note further that the French contrast in (i), from Pica (1986), may in fact fall 
within the same pattern as the Chinese facts, in that the intervening subject seems 
also required to agree with the antecedent, here in being (at least semantically) 
impersonal. 

(i) a. *On; souhaterait toujours [que Paul dise du bien de soi; ] 
one; would wish always [ that Paul speak of well of self; ] 
'One; would always wish that Paul speak well of onesel~' 

b. On; souhaterait toujours [que les gens disent du bien de soi; ] 
one; would wish always that people speak of well of sel~ 

'One; would always wish that people speak well of onesel~' 

25 Note that only in the English translation is there also a subject of a tensed clause 
"was embarassed". The corresponding Russian structure is an adjectival small clause. 
Its subject on "he" is therefore not a more viable antecedent for the reflexive than 
the "PRO" subject of the infinitival, and is thus irrelevant to the text discussion. 
26 Note that the effect of (37) is additional to that of the SSC, so that any block which 
is being overcome still introduces a cost for the reflexive, even if (37) is satisfied. 
This is why, in (36a) , the LD reflexive is only possible and not obligatory. 
27 This, correctly predicts that the reflexive should be able to occur with the nearest 
subject as the antecedent when the adjunct is not sentential, as in (ia), contrasting 
with (ib), which is like (39a). 

(i) Icelandic (Maling (1984» 
a. Jon kemur ekki [ an konu {sinnar / *hans} ] 

Jon comes not [ without wife own / his] 
John; will not come without his; wife' 

b. Jon kemur ekki [ an pess a() konan {*sinnar / hans} komi lika ] 
Jon comes not without it that wife own his comes too 

'John; will not come unless his; wife comes too' 

28 Predictably, the result is grammatical when the anaphor is not contained in a 
tensed clause, as in (i). 
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(i) Ho visto [sc il professorej accanto ai proprij studenti 1 
I have seen the professor next to the own students 

'I have seen the professorj next to his ownj students' 

29 The same principle could perhaps shed light on the fact that Huang and Tang's 
(1991) "subcommanders" are proper antecedents for local relations, but not for 
LDA, and possibly also on the fact that intermediate subjects are not possible ante­
cedents in Chinese LDA (Tang (1989, 109». 
30 Where we may again note in passing how complementarity of anaphors and pro­
nouns continues to be the primary generalization. 
31 Although of course Chinese tensed clauses cannot be fully equated with Indo­
European infinitivals, with respect to phenomena like control and Exceptional Case 
Marking. 
32 This parallelism with PVCs is also consistent with the facts in (44), which show 
reversal of acceptability just around the "PVC" point. Sharp reversal is the indica­
tion that principle (37) is kicking in, and therefore that the chosen antecedent and 
the intervening block are approximately of the same strength. 
33 Rebuschi (1986, fn.6) observes that while bereis morphologically be plus genitive 
marker re, there is no object reflexive be. This is not problematic for our analysis, but 
would rather simply follow from (19) above and the fact that Basque has verb agree­
ment with both subject and objects. 
34 The letters of the examples correspond to the letters in (12). We give no ex­
amples ofLDA into NP's, which we have placed into (12d) somewhat tentatively. For 
relevant examples, see Manzini and Wexler (1986), Pica (1986), Vikner (1985), Hellan 
(1986), Rappaport (1986). The ungrammaticality of LDA into indicative comple­
ments in Russian, Danish and Dutch, for which we give no examples, is well known. 
Note that not all examples give both reflexive and pronominal variants in the origi­
nal text. We have added the occasionally missing variant by relying for grammaticality 
judgments mostly on other relevant examples, and discussion, within the same source. 
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A. CARLOS QUICOU 

INFLECTION AND PARAMETRIC VARIATION: 
PORTUGUESE VS. SPANISH* 

1. INTRODUCTION 

Under the Principles and Parameters approach to linguistic theory proposed 
in Chomsky (1981; 1986a) and related work, Universal Grammar (UG) con­
sists of a system of principles, each with certain open parameters to be fixed 
on the basis experience with primary linguistic data. By appropriately fix­
ing the parameters ofUG, a particular (Core) Grammar is determined which, 
by hypothesis, correlates in some important aspects with the Real Grammar 
represen ted in some way in the mind/brain of the individual speaker. Ulti­
mately, given an interesting theory of UG, by appropriately fixing the spe­
cific values of the parameters ofUG, the facts of the particular (Core) Gram­
mars should be deducible from the system of principles. 

Assuming these goals, the study of the properties that differen tiate among 
the various languages (i.e. Grammars) is of essential importance. Such studies 
not only may provide clues for the discovery and identification of the pa­
rameters of UG, but also provide interesting testing grounds to ascertain 
the predictions deducible from the principles tentatively attributed to UG. 

In this article I will assume the Principles and Parameters approach and 
the characterization of UG provided by the principles of the theories of 
Governmen t and Binding (GB Theory) developed in Chomsky (1981; 1982; 
1986a, and related work). I then relate these assumptions to some of the 
phenomena associated with the presence ofInfinitival Agreement ("inflected 
infinitives") as found in Portuguese! versus its absence in Spanish and other 
languages. In particular, I attempt to demonstrate how the principles ofGB 
Theory interact with a parameter of UG (the "I-Parameter") to make cor­
rect predictions about a significant range of empirical situations and, thus, 
provides evidence in support of the Principles and Parameters approach. 

2. THE I-PARAMETER 

A first basic question that must be considered here is how to account for the 
linguistic variation involving subject-verb agreement morphology (i.e. AGR). 
More specifically, the problem that will be of central concern here is how to 
accoun t for the fact that Portuguese allows AGR with finite verbal forms and 
also (as an option) with infinitives ("inflected infinitives"), whereas languages 
like Spanish, for example, allow AGR only with finite verbal forms. 

46 
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Evidently, it does not seem plausible to suppose that UG comes equipped 
with a special module designed solely for inflected infinitives. What seems 
more likely is that inflected infinitives arise as the result of a choice among 
those permitted by the system of parameters of UG. Assuming this view to 
be correct, let us examine how it can be theoretically implemented. 

Consider first the more common situation (i.e. the unmarked case) rep­
resented by languages in which only finite verbs contain agreement, whereas 
infinitives do not. This situation holds, for instance, in Spanish [S] and also 
(partially) in Portuguese [P]: 

(1) [P] E correto que nos ignoramos isto. 
[S] Es correcto que nosotros ignoramos eso. 

'It is correct that we ignored this.' 

(2) [P] E correto ignorar isso 
[S] Es correcto ignorar eso 

'It is right to ignore this' 

In (1) the verb ignoramos in both Portuguese and Spanish is a finite form 
(present indicative) and it contains the subject-verb agreement morpheme 
-mos, which indicates first person plural, in agreement with its nominative 
subject (nos/ nosotros). In (2) the form ignoraris a non-inflected infinitive in 
the sense that it contains no subject-verb agreement morpheme. 

A straightforward account for these facts can be given as follows. Let us 
assume (with Chomsky 1981; 1986b) that the basic structure of the 'S-node' 
or Inflection Phrase (IP) is essentially as in (3): 

(3) IP = [ NP - INFL - VP ] 

Assuming further that INFL includes Tense and Agreement elements (cf. 
Chomsky 1981: 209; 1986: 9), the relevant portion of the INFL structure 
('Modals' omitted for simplicity) is essentially: 

(4) INFL = [ [+/-TENSE], [+/-AGR] .... ] 

We may then interpret the INFL structure in (4) as a parameter ofUG (what 
I will refer to as the "I-Parameter") containing values for Tense and Agree­
ment (cf. Picallo, 1984; Raposo, 1987 for similarviews).2 In that case, finite 
embedded clauses such as in (1) would have INFL with the values [+ Tense, 
+AGR ], while non-inflected infinitival clauses such as those in (2) would 
have INFL with the values [-Tense, -AGR V 

This analysis can then be extended in a natural way to account for the 
inflected infinitive phenomenon (i.e. infinitives containing subject-verb 
agreement morphemes or AGR) , which is found in Portuguese but not Span­
ish, as illustrated below: 
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(5) [P] E correto nos ignorarmos isto. 
[S] *Es correcto nosotros ignorarmos eso. 

'It is right for us to ignore-1pl. this' 

The difference here, of course, is the presence of the agreement marker -
mos in the infinitive, something which is possible in Portuguese but not in 
Spanish. This can be accounted for by assuming that INFL in inflected 
infinitives is [-Tense, +AGR ]. Spanish and Portuguese would thus differ in 
that in Spanish infinitives INFL can only be [-AGR], while in Portuguese 
infinitives INFL can be [+/-AGR]. The [+AGR] element ofinflected infini­
tiveswould then assign (nominative) Case (cf. the nominative nos [n s] 'we' 
in P(5) vs. the objective nos [nos] 'us'), thus avoiding the Case Filter (Chomsky 
1981; Rouveret & Vergnaud 1980). 

Viewed in this way, the I-Parameter (4) allows four logical possibilities: 

(6) A. [+ Tense, +AGR ] 
B. [-Tense, -AGR] 
C. [-Tense, +AGR] 
D. [+ Tense, -AGR ] 

Of these four possibilities, we have discussed three. Case A would corre­
spond to finite, tensed clauses; case B would correspond to tenseless, non­
inflected infinitives (but see Stowell 1982 for an analysis which assumes that 
infinitives have tense); case C would correspond to inflected infinitives as 
found in Portuguese (and possibly also to Turkish inflected gerunds; cf. 
George & Kornfilt 1981), These are the three cases that will concern us 
here. Case D would be a language with Tense affixes but no subject-verb 
agreement affixes, a situation that seems to be exemplified by Japanese.4 

An obvious-but independent-question that arises at this point has to 
do with 'markedness' considerations. In other words, if the I-Parameter 
allows inflected and non-inflected infinitives, how do we account for the fact 
that the former are rare while the latter are commonplace?5 

An interesting hypothesis that can be invoked to account for this prob­
lem is suggested by Berwick's work on learning theory (Berwick 1982; 
Berwick & Weinberg 1984). Berwick gives evidence for a principle oflearn­
ing-the Subset Principle-according to which children "hypothesize the 
narrowest possible grammar consistent with the evidence seen" (cf. Berwick 
& Weinberg 1984: 287). Only on the basis of positive evidence to the con­
trary will the child hypothesize a broader grammar. In terms of parameters, 
Berwick's Subset Principle states essentially that given two options for choos­
ing the values of a parameter-say, options A and B-if option A generates 
a proper subset of the grammatical sentences generated under option B, 
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then option A (the narrower grammar) would represent the "unmarked 
case", while option B (the broader grammar) would constitute the "marked 
case" (for relevant discussion, see also Chomsky 1986a: 146). 

Now, it is clear that the set of (infinitival) sentences generated by the 
Grammar that allows only non-inflected infinitives is a (proper) subset of 
the language generated by the Grammar allowing both non-inflected and 
inflected infinitives. The Subset Principle would therefore make the cor­
rect prediction that the former would constitute the unmarked case, while 
the latter would represent the marked case. Under these assumptions, the 
marked nature of Grammars allowing infinitival agreement such as Portu­
guese can thus be explained in terms of a general principle, as is desirable. 

Although the hypothesis concerning the I-Parameter above requires fur­
ther investigation before anything more conclusive can be said, it does seem 
to provide at least a first approximation towards the characterization of the 
differences involving the distribution of AGR in finite and infinitival clauses 
in the languages under consideration. In view of this, I will tentatively adopt 
this hypothesis here. 

3.0. PRINCIPLES OF GB THEORY: REVIEW 

In the section above we argued that the presence of inflected infinitives 
cannot be plausibly attributed to a special feature of UG. What is more 
likely is that inflected infinitives result from a particular choice (albeit a 
marked one) among those choices provided by the parametric structure of 
UG (specifically, the "I-Parameter" suggested above). Similarly, it does not 
appear plausible to suppose that the empirical properties related to the pres­
ence vs. absence of inflected infinitives are due to any special set of prin­
ciples of UG designed uniquely for this purpose. Rather, we should expect 
the properties in question to be determined by the general principles of 
UG. 

In the discussion to follow I will attempt to show that, in fact, a significant 
range of the empirical properties of Portuguese and Spanish that appear to 
be related to the presence vs. absence of infinitival agreement are deter­
mined by the principles of GB theory, in interaction with the choices pro­
vided by the Inflection Parameter. So as to provide a background to the 
ensuing discussion, we shall briefly review the main concepts of Govern­
ment-Binding theory that will be of relevance here. 

Consider first Binding Theory. This theory contains essentially the fol­
lowing principles (based on Chomsky 1986a): 
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(7) Binding Theory 
A. An anaphor is bound in a local domain. 
B. A pronominal is free in a local domain. 
C. An R-expression is free. 

Binding Theory refers to two basic properties of NPs, 'anaphor' and 'pro­
nominal'. By combination of these two properties the following basic NP­
types (overt and null) are deducible (cf. Chomsky 1982: 78): 

(8) Overt Null 
a. [+anaphor, -pronominal]: lexical anaphors NP-traces 
b. [-anaphor, +pronominal]: pronouns pro 
c. [+anaphor, +pronominal]: PRO 
d. [-anaphor, -pronominal]: names wh-trace 

The basic distribution of such elements is determined by the principles 
of Binding Theory: 'anaphors' are regulated by Principle A, 'pronouns' obey 
Principle B; while names and variables ('wh-traces') obey principle C. The 
'pronominal-anaphor' PRO may not occur within a 'binding domain', oth­
erwise a paradox would ari<;e with respect to Principles A and B ('PRO theo­
rem'; Chomsky 1981). Additional factors concerning the distribution of 
these elements are determined by other principles of GB theory as, for ex­
ample, the Case Filter (reviewed below) and the ECP (cf. Chomsky 1981; 
1986b; Lasnik & Saito 1984, among others). 

For present purposes, the notion 'local domain' (cf. Chomsky 1986a: 
166ff.) for an anaphor or pronominal (a) can be defined essentially as fol­
lows: 

(9) Local Domain: 
~ is a local domain for a. (a. = anaphor or pronominal) iff ~ is the 
minimal maximal projection containing both a subject and a gover­
nor for a.. 

This notion corresponds to what Chomsky (1986a: 169fl) calls the 'minimal 
governing category'. A minimal governing category in Chomsky's sense is a 
minimal 'complete functional complex' in the sense that all grammatical 
functions compatible with the relevant head are realized within it. There 
are essentially two local domains. One is the domain of the closest c-com­
manding subject, which produces the so-called SSC effects. Within this do­
main , an anaphor must be bound while pronominals must be free. To 
illustrate, consider the structures below: 

(10) a. [John. believes [Mary. to like herself./*her. ]] 
I J J J 

b. [John. believes [ Mary. to like *himself./him. ]] 
I J I I 

c. [John. believes [ himself./*him. to be smart ]] 
I I I 
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The possibilities of occurrence of anaphors and pronominals in such struc­
tures are determined by Binding Theory (Principles A, B). In (lOa) and 
(lOb) the local domain for the respective anaphors and pronominals is the 
embedded clause; the governor is the embedded verb to like and the embed­
ded clause contains a subject (Mary). The only grammatical possibilities, as 
indicated, are those in which anaphors are bound and pronominals are free 
within this domain. In (lOc), however, the relevant local domain is consti­
tuted by the full structure: the governor for the anaphor /pronominal in 
this structure is the main verb and the main clause contains a subject. Ac­
cordingly, anaphors must be bound and pronominals must be free in this 
domain, as indicated. 

The other local domain is the position governed by INFL [+AGR]. In 
English and in many other languages this case is uniquely represented by 
the subject position of a tensed sentence, a position in which anaphors dis­
play the so-called NIC effects. Typical examples are: 

(11) a. [*Himself/He j AGR-swims ] 
b. [ John. believes [*himself/he AGR-is rich] 

I I I 

In both cases here, the local domain is the clause containing the finite verb 
(i.e. AGR) since it contains both the governor (AGR) and a subject (himself, 

he). According to Binding Theory, the presence of an un bound anaphor in 
this domain is disallowed while the presence of a free pronominal is allowed, 
as indicated (see Chomsky 1986a; Freidin 1986 for further discussion) . 

Consider now Case Theory. Case Theory interacts in a crucial way with 
Government Theory since the principles of case assignment require refer­
ence to a governor (for discussion, see Chomsky 1981; 1986a; Rouveret & 

Vergnaud 1980). Among the principles of case assignment are the follow­
ing (cf. Chomsky 1981:170): 

(12) Case Assignment Principles 
A. NP is nominative if governed by AGR. 
B. NP is objective if governed by V. 
C. NP is oblique if governed by P. 

In addition, Case Theory contains a principle that is known as the Case 
Filter (Rouveret & Vergnaud 1980; Chomsky 1981; 1986a). The formulation 
of this principle that I will adopt here is essentially: 

( 13) Case Filter 
*NP, where NP has specified lexical content and lacks Case. 

This formulation of the Case Filter differs from that given in the standard 
literature, which assumes that only "phonetically realized" NPs require Case. 
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Under the formulation above this is replaced by the notion "specified lexi­
cal content". NPs with "specified lexical content" are those lexically marked 
with feature specifications for properties such as person, number and gen­
der. This class includes, of course, all phonetically realized NPs (R-expres­
sions, pronouns, lexical anaphors) and, in addition, also the null pronomi­
nal I!IQ typical of "n ull-su bject languages". These are in con trast with 'traces', 
which are not lexical categories at all since they arise as the result of the 
operation of "move a", and the pronominal-anaphor PRO which I assume 
(contrary to Chomsky 1981 :60) notto be lexically specified for person, num­
ber and gender (more on this later). An important consequence of the 
present formulation is that the Case Filter applies also to the null element 
pro, whereas in standard analyses it does not, a point that will be elaborated 
in the discussion to follow. 

The principles of GB theory summarized above, associated with the 1-
Parameter suggested earlier, makes a number of reasonably clear predic­
tions concerning contrasts between inflected vs. non-inflected infinitives. 
Thus, according to Binding Theory, inflected infinitives (unlike non-inflected 
infinitives) should constitute a local domain for anaphors and pronominals 
in subject position, since this position would be governed by [+AGR]. Simi­
larly, according to Case Theory the [+AGR] feature of inflected infinitives 
(unlike the [-AGR] of non-inflected infinitives) should be able to assign 
(nominative) Case to its subject and, hence, should be able to license a lexi­
cally specified subject, thus avoiding the Case Filter. Suggestions to this 
effect have been made in the literature with varying degrees of precision 
and empirical support (cf. Rouveret 1980; Galves 1980; Zubizarreta 1980). 
The ensuing discussion seeks to provide further support to this view by ad­
ducing new facts and by exploring the matter in more detail. 

4.0. INFINITIVAL AGREEMENT AND GB THEORY 

In this section we examine some of the predictions that can be said to be 
deduced from the principles of GB theory related to presence vs. absence of 
infinitival agreement (assumed here to be determined by different choices 
of values for the I-Parameter). 

4.1. Complex Adjectives and Factive Predicates 

A non-inflected infinitive does not normally assign Case to its subject-posi­
tion. Moreover, in the regular situation (excluding 'Exceptional Case Mark­
ing' verbs; cf. Chomsky 1981), a matrix verb cannot govern and assign Case 
to an embedded infinitival subject. Because of this, the subject-position of a 
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non-inflected infinitive is normally ungoverned and Case-less. It follows 
from the principles of GB theory that PRO but not lexical NPs may occur in 
such environments. 

In the languages under consideration, one such situation is provided by 
adjectival predicates which allow infinitival complements. Since both Span­
ish and Portuguese allow non-inflected infinitives, if the infinitive embed­
ded under such a predicate is not-inflected, the facts of the two languages 
coincide: 

(14) [P] E necessario [PRO terminar a tarefa ] 
[S] Es necessario [PRO terminar la tare a ] 

'It is necessary to finish the task' 

(15) [P] *E necessario [ nos terminar a tarefa ] 
[S] *Es necessario [ nosotros terminar la tarea ] 

'It is necessary we to finish the task' 

These contrasts can be explained by the Case Filter. The embedded subject 
in (15) has 'specified lexical content' but lacks Case, which is excluded by 
the Case Filter. On the other hand, PRO does not have specified lexical 
content and is exempted from the Case Filter, so that (14) is well-formed. 
However, since Portuguese (but not Spanish) allows inflected infinitives, we 
see that the inflected infinitive is sufficient to license the occurrence of a 
lexical NP as its subject, something which is not possible in Spanish: 

(16) [P] a. E necessario nos terminarmos a tarefa. 
b. E necessario [ nos AGR-terminarmos a tarefa ] 

'It is necessary for us to finish-l pI. the task.' 

This is allowed by the Case Filter since the AGR of the inflected infinitive 
assigns (nominative) Case to its subject.6 

Furthermore, observe that the AGR element of the Portuguese inflected 
infinitive is also able to license the null-subject pro. Thus corresponding to 
(16), with an overt nominative pronominal subject, Portuguese (again un­
like Spanish) also allows inflected infinitive structures with a pro subject: 

(17) [P] a. E necessario terminarmos a tarefa 
b. E necessario [ pro AGR-terminarmos a tarefa ] 

'It is necessary (for us) to finish-lpl. the task' 

The obvious assumption to make here is that the presence of (16) and (17) 
in Portuguese and the absence of similar sentences in Spanish are corre­
lated. That is, both are possible in Portuguese (but not in Spanish) because 
the AGR of the Portuguese inflected infinitive may assign Case to its subject, 
thus avoiding the Case Filter. This would explain why Portuguese has both 
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while Spanish has neither. However, this natural explanation can only be 
given if we assume that pro, like overt pronouns, is also subject to the Case 
Filter. 

This view can be reinforced by comparing the facts pertaining to (14) 
with those illustrated by (16) and (17), which reveal a basic difference in the 
distribution of PRO vs. pro in infinitival complements. While PRO can only 
occur with non-inflected infinitives (a fact that follows from the 'PRO theo­
rem' of Chomsky 1981), pro can only occur with inflected infinitives. 7 That 
is to say that while PRO must not occur in a Case-marked position and is 
exempt from the Case Filter, pro (like overt pronouns) must be assigned 
Case and be subject to the Case Filter. Notice that the points just made 
capitalize on the existence of inflected infinitives, since their inflection al­
lows us to better ascertain the distribution oflllQ subjects. 

The conclusion drawn from the facts just discussed-namely that pro must 
be Case-marked has interesting theoretical consequences. As is well known, 
standard formulations of the Case Filter assume that only categories that 
have "phonetic content" must be Case-marked (Rouveret & Vergnaud, 1980; 
Chomsky 1981; 1986a). However, since pro does not have phonetic content 
the standard formulation would not apply to it, leaving unexplained the 
facts under consideration. The problem can be corrected, however, if we 
adopt a formulation of the Case Filter which includes pro, such as the one 
given in (13). Under this alternative the Case Filter would apply to NPs with 
'specified lexical content'-i.e. features for properties such as 'number' and 
'person'{the 'phi-features' of Chomsky 1981). The filter would then apply 
to all overt NPs and to pro; but it would not apply to traces (which are not 
lexical items and hence lack 'specified lexical content') nor to PRO, which 
I assume not to have phi-features for person and number.s This proposal 
seems to me quite natural so I will adopt it here. 

Consider now structures containing 'factive' verbs. In such structures 
the infinitival clause in also relatively 'insulated' from the main verb, so that 
the role played by the infinitive can be more clearly observed. Here too we 
find significant contrasts between Portuguese and Spanish, owing to the 
presence vs. absence of infinitival agreement. Thus, if the infinitive is not­
inflected the facts of both languages coincide; PRO subject may occur but 
lexical subjects may not: 

(18) [P] 0 fato [de PRO ter perdido 0 jogo ] nao os chocou. 
[S] El hecho [de PRO haber perdido el partido] no les choco. 

The fact of to-have lost the game did not shock them 
'Loosing the game did not shock them.' 
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(19) [P] *0 fato [de eles ter perdido 0 jogo] nao os chocou. 
[S] *El hecho [de ellos haber perdido el partido] no les choco. 

The fact of to-have lost the game did not shock them. 

However, in Portuguese (unlike Spanish) the presence of an inflected in­
finitive licenses a lexical subject in such environments9: 

(20) [P] a. 0 fato [ de eles terem perdido 0 jogo] nao os chocou. 
b. 0 fato [ de terem eles perdido 0 jogo] nao os chocou. 

The fact of they have-AGR lost the game did not shock them 
'The fact that they lost the game did not shock them.' 

These are allowed since the inflected infinitive assigns Case to its subject. 
Notice, furthermore, that auxiliary-subject inversion (i.e. movement of the 
aspectual auxiliary to the head of CP; cf. Rizzi 1982; Raposo, 1987) is op­
tional in such structures. This fact suggests that auxiliary movement into 
CP is not relevant for Case assignment in Portuguese since here the inflected 
infinitive appears to be able to assign Case to its subject in structures with or 
without such movement. Also, the possibility of the infinitival INFL receiv­
ing Case from the matrix INF as suggested by Raposo (p.95 ff) seems un­
likely here since the complex NP structure of the complement should block 
this association. (More on this below). 

In addition, as before, we see also that the Portuguese inflected infinitive 

licenses the null subject pro in such environments (which again is not pos­
sible in Spanish): 

(21) [P] 0 fato de terem perdido 0 jogo nao os preocupa 
'The fact that they lost the game does not worry them.' 

Such facts can also be explained in terms of the Case Filter in the manner 
already described if we assume, as argued here, that pro is subject to the 
Case Filter. Similar contrasts obtain with factives of the lamentar' to regret' 
type in which the complement is post-verbal. If the infinitive is not inflected, 
lexical subjects cannot occur in either language: 

(22) [P] *Lamento (0 fato de) eles ter abandon ado a equipe 
[S] *Lamento (el hecho de) ellos haber abandonado el equipo 

I regret (the fact of) they have abandoned the team 
'I regret the fact that they abandoned the team' 

But, as in the previous paradigm, Portuguese, but not Spanish, allows overt 
subjects and pro in such environments when the infinitive is inflected: 

(23) [P] a. Lamento (0 fato de) eles terem abandonado a equipe 
b. Lamento (0 fato de) terem eles abandonado a equipe 
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c. Lamento (0 fato de) terem abandonado a equipe 
I regret (the fact of) (they) have-3pI. abandoned the team 
'I regret the fact that they abandoned the team' 

These results are predictable. The inflected infinitive assigns Case to its 
own subject, thus by-passing the Case Filter. 

Consider now extraction in the same structures. When such structures 
contain a head noun (corresponding to 'the fact' etc.), extraction is not 
possible since it yields familiar "subjacency effects" (probably explainable 
under ECP; cf. Chomsky 1986b). However, when the head-noun is not 
present extraction is sometimes possible. Thus, if the complement is finite, 
wh-extraction of the embedded subject is possible in both Spanish and Por­
tuguese 10, as shown: 

(24) [P] Quejogadores voce lamenta que tenham abandonado a equipe? 
[S] Que jugadores lamentas que hayan abandonado el equipo? 

Lit: Which players do you regret that have left the team? 

These are permitted. I I The AGR of the finite verb assigns Case to its subject 
position, thus avoiding the Case Filter. In addition, the wh-trace in subject 
position would be properly governed either by AGR as suggested in Chomsky 
(1981) for null-subject languages, or by the wh-trace in the specifier posi­
tion under CP (cf. Chomsky 1986b), so that ECP would also be satisfied. 

Consider now the facts ofwh-extraction with infinitives in the same con­
struction. If the complement is a non-inflected infinitive, wh-extraction is 
not possible in either language: 

(25) [P] *Que jogadores voce lamenta ter abandonado a equipe? 
[S] *Que jugadores lamentas haber abandon ado el equipo? 

'Which players do you regret to have abandoned the team?' 

However, the presence of an inflected infinitive allow a further grammatical 
sentence in Portuguese (which is not paralleled by Spanish): 

(26 [P] Que jogadores voce lamenta terem abandonado a equipe? 
'Which players do you regret to have-3pI. abandoned the team?' 

These facts are also explainable by the Case Filter. The structures in (25) 
are excluded by the filter since the subject of the non-inflected infinitive is 
Case-less. Structure (26) is allowed, however, since the AGR ofthe inflected 
infinitive assigns Case to the wh-chain associated with the embedded sub­
ject. Also, the wh-trace in subject position would be properly governed, as 
in (24), so that ECP would also be satisfied. 
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4.2. Raising Construction 

In this section we examine some contrasts between Portuguese and Spanish 
related to the presence vs. absence of infinitival agreement in raising struc­
tures. 

As is well-known, in languages where infinitives do not have AGR (i.e. 
where infinitives are not-inflected) "raising" is normally possible out of in­
finitival clauses but not out of finite clauses. Thus, compare the facts of 
Spanish (S) and English (E) below: 

(27) [S] Los embajadores parecen [ t haber llegado a un acuerdo ] 
[E] The ambassadors seem [ t to have reached an agreement] 

(28) [S] *Los embajadores parecen [que tAGR-llegaron a un acuerdo] 
[E] *The ambassadors seem [that tAGR-reached an agreement] 

The structures in (27) are well-formed according to Binding Theory since 
the NP-trace (an anaphor) is bound wi thin its binding domain (the full S) . 
The structures in (28), however, display a "NIC effect"; they contain an un­
bound NP-trace in the binding domain created by the embedded AGR. Such 
structures are correctly ruled out by Binding Theory. 

Similar facts obtain for Portuguese. NP-movement is possible in the case 
of non-inflected infinitives but is not possible in the case of finite structures: 12 

(29) [P] Os embaixadores parecem ter chegado a urn acordo. 
'The ambassadors seem to have reached an agreement' 

(30) [P] *Os embaixadores parecem que chegaram a urn acordo. 
Lit: The ambassadors seem that reached an agreement 

However, since Portuguese also has inflected infinitives a third situation must 
be considered. What happens when the subject of an inflected infinitive is 
raised? The answer is that this is not possible; examples like P (31) are not 
grammatical. 13 

(31) [P] a.*Os embaixadores parecem terem chegado a urn acordo. 
b. Os embaixadores 1 AGR pare cern [[ tl AGR-terem chegado a urn 

acordo]] 
'The ambassadors seem-3 pI to have-3pl. reached an agreement' 

Under the assumption made here that inflected infinitives contain the fea­
ture [+AGR], these facts are predictable from Binding Theory. NP-move­
ment has left an unbound anaphoric trace in the local domain created by 
the AGR of the inflected infinitive. Such structures would thus be excluded 
by Binding Theory in exactly the same way as the finite structures in P(30) 
(and its Spanish and English counterparts (28» .14 
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Let us turn now to a different empirical contrast related to the presence 
vs. absence of infinitival agreement in the same construction, this time re­
lated to a prediction deducible from Case Theory. In languages containing 
only non-inflected infinitives, raising of the embedded subject must take 
place for the sentence to be grammatical, as evidenced by the contrast be­
tween the grammaticality of the Spanish and English examples in (27) as 
opposed to the ungrammatical structures below (where ~ represents the 
empty subject position): 

(32) [S] *~ parece [los embajadores haber llegado a un acuerdo ] 
[E] *It seems [the ambassadors to have reached an agreement] 

The standard GB account for such facts is as follows. In non-inflected infini­
tive languages, infinitives cannot assign Case to their subjects. Since intran­
sitive verbs like seem/ parecer cannot assign Case to an embedded subject ei­
ther, if the embedded subject remains in its D-structure position, as in (32), 
the embedded subject would be Caseless and the resulting S-structures would 
be excluded by the Case Filter. This can be avoided however if the subject is 
raised, as in (27), so that it can be assigned Nominative Case by the AGR of 
the verb in the main clause (cf. Chomsky 1981; 1986a: 141). 

Now given our assumptions concerning Portuguese infinitives we should 
expect the facts of Portuguese to differ from those of Spanish and English. 
In Portuguese (like Spanish and English) raising should be obligatory with 
non-inflected infinitives (due to the Case Filter). But with inflected infini­
tives raising should not be necessary since the infinitival AGR should be 
able to assign (nominative) Case to its D-structure subject. This observation 
is correct, as evidenced by the facts below (taken from Quicoli, 1 982): 

(33) a. *Parece ter os embaixadores chegado a urn acordo 
b. ~ parece [ter os embaixadores chegado a urn acordo ] 

'(It) seems the ambassadors to have reached an agreement' 

(34) a. Parece terem os embaixadores chegado a urn acordo 
b. ~ parece [terem-AGR os embaixadores chegado a urn acordo ] 

'(It) seems the ambassadors to have-AGR reached an agreement' 

To my knowledge, the implication of such facts have not been explored in 
the context of GB theory. Such examples display an interesting case of 
complementarity. When the infinitive is not inflected, the subject must un­
dergo NP-movement to avoid the Case Filter, which accounts for the con­
trast between (29) and (33). On the other hand, when the infinitive is in­
flected, NP-movement not only is not necessary to avoid the Case Filter, but 
is actually excluded by Binding Theory since extraction of the embedded 
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subject would leave a free anaphor in the local domain created by the infini­
tival AGR, which accounts for the contrast between (31) and (34).J5 

To proceed, consider a further difference between Spanish and Portu­
guese in the same construction. Both Spanish and Portuguese are null­
subject languages, so that AGR in both languages is able to license the null­
subject lliQ, an effect referred to as the "null-subject parameter" (see Chomsky 
1981; Rizzi 1982; Adams 1986a,b, for relevant discussion). Finite structures 
present no special problem since they contain [+AGR] in both languages. 
However, since Portuguese allows infinitives with [+AGR] while Spanish does 
not, an additional difference concerning the distribution of lliQ is expected 
also here. This, in fact, happens. Thus while Spanish has only one possibil­
ity (with raising of pro): 

35) a. Parecen tener razon 
b. pro AGR-parecen [ t tener razon ] 

'(They) seem to be right' 

Portuguese has two possible sentences (cf. Dias 1918: 220, among others): 

(36) a. Parecem ter razao 
b. pro AGR-parecem [ t ter razao ] 

'(They) seem to be right' 

(37) a. Parece terem razao 
b. ~ parece [ terem pro razao ] 

'(It) seems they to be-AGR right' 

Again, to my knowledge, such facts have not been discussed in the context 
of GB theory, yet they behave as expected. Since in Spanish only the finite 
AGR licenses pro, only the structure where pm is raised yields a grammati­
cal result. In Portuguese, however, pro may be licensed either by the finite 
AGR as in (36), or by the infinitival AGR as in (37). Such rather interesting 
empirical results are entirely predictable given our present assumptions. 
Moreover, notice also that the facts, as analyzed, constitute further evidence 
to support the view advocated here that the Case Filter must be reformu­
lated so as to apply also to pm. 

Let us now examine some contrasts between Spanish and Portuguese re­
lated to the behavior of wh-movement in the same construction. In Spanish 
and English an infinitival structure containing a wh-subject can only pro­
duce a grammatical result if the embedded subject first undergoes NP move­
ment and then wh-movement: 

(38) [S] Que hombres parecen tener razon? 
[E] Which men seem to be right? 
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(39) [S] 
[E] 
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[cp que hombres-Nom [IP t AGR-parecen [ t tener razon ]]] 
[cp which men-Nom [IP t AGR-seem [ t to be right]]] 

If the embedded subject undergoes wh-movement first within the embed­
ded CP and is then moved to the matrix CP the result is ungrammatical: 

(40) [S] *Que hombres parece tener razon? 
[E] *Which men does it seem to be right? 

(41) [S] 
[E] 

[cp que hombres [IP ~ AGR-parece [cp t [IP t tener razon ]]]]) 
[cp which men [IP it AGR-does seem [cp t [IP t to be right]]]] 

These contrasts, again, are due to the Case Filter. Since infinitives in Span­

ish and English cannot assign Case to their subjects, the latter must be moved 
to the subject position of the main verb, as in (38) with the corresponding S­
structures in (39). In examples such as (40), which are associated with the 
structures in (41), the embedded subject cannot receive Case and the struc­
tures are excluded by the Case Filter (cf. Chomsky 1981). 

Consider now the facts of Portuguese. When the infinitive does not have 
AGR, the facts are parallel to those in Spanish and English: 

(42) [P] a. Que homens pare cern ter razao? 
b. [cp que homens-Nom [IP t AGR-parecem [ t ter razao ]]] 

'Which men seem to be right?' 

(43) [P] a. *Que homens parece ter razao? 

b. [cp que homens [IP ~ AGR-parece [cp t [IP t ter razao ]]]] 

These facts are of the common type and the same explanation above given 
for their Spanish and English counterparts applies. However, since the Por­
tuguese inflected infinitive may assign Case, we should expect to find Portu­
guese grammatical sentences corresponding closely (except for the infiniti­
val AGR) to the ungrammatical Spanish and English structures in (40). 
Surprisingly, this is indeed the case, as evidenced by the facts below: 

(44) a. Que homens parece terem razao? 

b. [cp que homens [ ~ AGR-parece [cp t [IP t AGR-terem razao ]]]] 
Which men (does it) seem to be-AGR to be right? 

These rather unusual facts, to my knowledge, have not been discussed in 

the literature of generative grammar. They can also be explained under our 

present assumptions. Unlike Spanish and English, which do not have infini­
tival AGR, the AGR of Portuguese inflected infinitives assigns Case to its own 
subject position, so that (44) is able to avoid the Case Filter. 16 

The judgments of grammaticality above are corroborated by the tradi­
tionalliterature dedicated to Portuguese infinitives. Among the examples 
noted by grammarians are the following: 
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(45) a. Os quais lhes pareceu dirigirem-se para 0 lado do celebre mosteiro. 
(A. Herculano; cited in Ali 1957: 74). 
'Which ones (it) seemed to them to direct-AGR themselves towards 

the famous monastery.' 
b. Referiu-me circunstancias que parece justificarem 0 procedimento 

do soberano. 
(L. Coelho; cited in Cegalla 1977: 305). 
'(He) pointed out to me circumstances which (it) seems to justify­

AGR the behavior of the sovereign.' 

Under the analysis adopted here, such examples would be analyzed in the 
same way as (44). 

A last set of facts pertaining to the raising construction that will be dis­
cussed here has to do with certain effects of 'topicalization' and 'raising' 
noted by various grammarians of Portuguese (cf. G6is 1958: ch. 22; Ali 
1957: 74; Maurer 1968: 109) and analyzed originally in Quicoli (1976; 1980). 
Consider initially the situation in Portuguese and Spanish when the comple­
ment is finite: 

(46) [P] As estrelas parecia que sorriam 
[S] Las estrellas parecia que sonrian 

'The stars it seemed that (they) smiled.' 

( 47) [P] * As estrelas pareciam que sorriam 
[S] *Las estrellas parecian que sonrian 

'The stars seemed that smiled' 

Here, the facts of Portuguese and Spanish coincide, as expected, since both 
languages have finite AGR. The ungrammatical (47) are raising structures 
(as evidenced by the agreement between parecer and the surface subject) 
and are excluded by Binding Theory since the anaphoric subject-trace left 
by NP movement would be free in the local domain created by the embed­
ded AGR. By contrast, the grammatical (46) (as originally argued in Quicoli, 
1976; 1982) are not raised structures but, rather, topicalized structures (i.e. 
subcases ofwh-movement according to Chomsky 1977). Extraction of the 
embedded subject by wh-movement is permitted here since the embedded 
subject would be case marked by the embedded finite AGR. In other words, 
'topicalized' structures such as (46) are good for the same reason as (48): 

(48) [P] Que homens parece que nao estao contentes? 
[S] Que hombres parece que no estan contentos? 

'Which men (does it) seem that are not happy?' 

This, of course, is expected since both cases are produced by wh-movement. 
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However, as a function of the Portuguese inflected infinitive, we observe 
again a significant contrast between Portuguese and Spanish when the 
complement is infinitive. Compare: 

(49) [P] 
[S] 

As estrelas pareciam sorrir 
Las estrellas parecian sonrir. 
'The stars seemed to smile' 

(50) [P] As estrelas pare cia sorrirem 
The stars seemed to smile-AGR 

[S] *Las estrellas pare cia sonrir 
The stars (it) seemed to smile 

The examples in (49) are raising structures, which are permitted in both 
languages, since the raised subject receives Case from the matrix AGR. 
However, Spanish does not allow the topicalized structure S(50); its non­
inflected infinitive cannot assign case to the its subject, so that the structure 

is ruled out by the Case Filter. By contrast in Portuguese the topicalized 
structure P(50) is possible since the AGR of the inflected infinitive can as­
sign Case to its subject. 

For completeness, notice that it is really the presence of the inflected 
infinitive that is responsible for the occurrence of the topicalized structure 
in Portuguese. If the infinitive is not-inflected, the topicalized structure is 
ungrammatical (just like in Spanish): 

(51) [P] * As estrelas pare cia sorrir 
The stars seemed to smile 

Alternatively, as already pointed out earlier, if the inflected infinitive occurs, 
the raised structure is not possible: 

(52) [P] *As estrelas pareciam sorrirem 
The stars seemed-AGR to smile-AGR 

Such structures would be excluded by Binding Theory since the anaphoric 
NP-trace would be free in the local domain created by the infinitival AGR, 
so that all possibilities are now accounted for. 

4.3. Semi-Control Structures 

In this section we consider effects ofinfinitival agreement in a class of verbs 
which I shall refer to as 'semi-control' verbs. In Romance (unlike English) 
this class includes verbs of the believe/ claim type (for relevant discussion, see 
Kayne 1981; Rizzi 1982: ch. 3). Like 'raising verbs' , such verbs cannot assign 
case to an embedded infinitival subject; however, unlike raising verbs, they 
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do not allow NP extraction (raising) of the embedded subject (probably 
due to Projection Principle; cf. Chomsky 1982: 22) and, hence, have no way 
of avoiding the Case Filter by raising the subject. 

Typically, such verbs do not allow government and case assignment to 
reach down to the subject position of an infinitival complement; as a result, 
overt subjects are normally excluded while PRO is allowed in this position.1 7 

This is true for non-inflected infinitive complements in both Spanish and 

Portuguese: 

(53) [P] 
[S] 

(54) [P] 
[S] 

*Pedro cre [ep [IP eles ter cometido um erro ]] 
*Pedro cre [ep [IP ellos haber cometido un error]] 

'Peter believes them to have made a mistake' 

Pedro; cre [ep [IP PRO; ter cometido um erro ]] 
Pedro; cre [ep Cp PRO; haber cometido un error]] 
'Peter believes to have made a mistake' 

Such Romance facts are now well-known (cf. Kayne 1981 b; Chomsky 1981). 
The contrasts in question follow from the Case Filter in the usual way (cf. 
Chomsky 1981; 1986: 189ff). The structures in (53) are excluded because 
the infinitival subject has lexical content but lacks case: non-inflected infini­
tives cannot assign case and the matrix subject cannot assign case across the 
CP-boundary (or CP and IP boundaries combined; cf. Chomsky 1986b). 
On the other hand, PRO which can only occur in non-governed position 
(,PRO-theorem'; Chomsky, 1981), is permitted. 

The possibility of infinitival AGR in Portuguese, however, leads to further 
empirical consequences, which are unmatched in Spanish. Thus, the pres­
ence of infinitival AGR in Portuguese licenses an overt subject in such con­
structions (something which is not possible in Spanish): 

(55) [P] Pedro cre terem eles cometido um erro 
'Peter believes them to have-AGR made a mistake' 

These are allowed because the infinitival AGR assigns case to its subject, 
thus avoiding the Case Filter.ls 

Similarly, the presence of infinitival AGR in Portuguese allows the occur­
rence of the null-subject 12!:Q with the infinitive (which again is not possible 

in Spanish): 

(56) [P] Pedro cre terem cometido um erro. 
'Peter believes (them) to have-AGR made a mistake' 

As observed earlier, 12!:Q is also subject to the Case Filter. But since pro is 

case-marked by the infinitival AGR, sentence (56) is permitted. 
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Notice that under the present assumptions, in infinitival constructions 
pro must occur only with inflected infinitives (to avoid the Case Filter), while 
PRO must only occur with non-inflected infinitives (to avoid the PRO-theo­
rem paradox). This has interesting consequences in the case ofa problem 
noted in the traditional literature of Portuguese (see below) in connection 
with pairs such as (57): 

(57) [P] a. N6s cremos estar preparados para a tarefa 
We believe to be prepared for the task. 

b. N6s cremos estarmos preparados para a tarefa 
We believe to be-l pI. prepared for the task 
'We believe that we are prepared for the task' 

Under our analysis, these are associated with two different D-structures, one 
in which the embedded subject is PRO and another in which the subject is 

pro: 

(58) a. N6si - cremos [ [ PRO i estar preparados para a tarefa ]] 
b. N6si - cremos [ [ proi AGR-estarmos preparados para a tarefa ]] 

This is a natural proposal in view of the facts pertaining to the distribution 
of PRO vs. pro that we have considered so far. 19 

As noted, such facts were at the center of a time-honored controversy in 
the traditional literature of Portuguese infinitives. Some traditional gram­
marians (following Barbosa 1881) claimed that when the infinitival subject 
and the matrix subjects are identical the infinitive cannot be inflected. This 
hypothesis works for (57a) but not for (57b). Later scholars, notably Ali 
(1919) took examples such as (57b) to falsify the "Barbosa view". As an 
alternative, Ali proposes, instead, that the infinitive is inflected when it has a 
subject of its own and non-inflected when it does not (cf. Ali's dictum "in­
finitive without subject is the same as infinitive without inflection" p.61). 
Now, Ali's proposal works for (57b) but not for (57a) , where it makes the 
implausible claim that the infinitive there is subjectless. So, although both 
proposals provide some insights, they are also seriously defective. 

In light of the analysis advanced here the problems with the two tradi­
tional proposals above arise from the fact that neither can distinguish be­
tween PRO vs. pro. By contrast, the analysis given here makes this crucial 
distinction (which is deducible from the typology of empty categories deter­
mined by Binding Theory) and accounts for the facts related to the their 
complementary distribution in terms of general principles of grammar. 

Let us now examine the behavior of anaphors in the structures under 
consideration. The lexical anaphors (i.e. reflexive pronouns) in both Span-
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ish and Portuguese are clitics and behave like the other clitics. Thus, in 
Portuguese, anaphors cannot occur as D-structure subjects of infinitives (with 
or without AGR) in such constructions:20 

(59) [P] a. *Eles se creem ser honestos 
b. Eles se creem [ [ t ser honestos ] 

'They believe themselves to be honest' 

(60) [P] a. *Eles se creem serem honestos 
b. Eles se creem [ [ t AGR-serem honestos ]] 

'They believe themselves to be-AGR honest' 
The situation is mirrored by non-reflexive clitics: 

(61) [P] a. *Eles nos creem serlsermos honestos 
b. Eles nos creem [[ t ser I AGR-sermos honestos] 

'They believe us to belto be-AGR honestos' 

Leaving aside the facts pertaining to the inflected infinitive, which have no 
counterpart in Spanish, the facts of non-inflected infinitives of Portuguese 
above are paralleled by those in Spanish. 

These facts can also be accounted for under our proposal. The ungram­
matical examples with non-inflected infinitives (in both Portuguese and 
Spanish) are excluded by the Case Filter, since the clitics would be Caseless. 
On the other hand, assuming that the empty category associated with clitics 
is an trace-anaphor (Quicoli 1976;1986; Kayne 1975; Rouveret & Vergnaud 
1980), although this is by no means an uncontroversial assumption (for dis­
cussion, see Borer 1987 and references cited there), the facts of inflected 
infinitives would be excluded by Binding Theory since the anaphoric clitic­
trace in question would be free within the local domain created by the in­
finitival AGR. 

The situation is quite different, however, when we examine the struc­
tures in which the embedded subject undergoes wh-movement. Here we 
observe, again, a contrast between Portuguese and Spanish, which can be 
traced to the presence vs. absence of infinitival AGR. When the infinitive is 
not-inflected, wh-extraction of the infinitival subject leads to ill-formed struc­
tures in both languages: 21 

(62) [P] *Os rapazes que 0 Joao afirmou estar doentes estao bern 
[S] *Los muchachos que Juan afirm6 estar enfermos estan bien 

'The boys who John declared to be sick are well' 

However, such structures are possible in Portuguese if the infinitive is in­
flected: 

(63) [P] Os rapazes que 0 Joao afirmou estarem doentes estao bern 
'The boys who John declared to be-AGR sick are well' 
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The Portuguese facts above were first noted by Raposo (1975: 158ff.). Un­
der our proposal, the non-inflected infinitival structures of Spanish and 
Portuguese in (62) are excluded by the Case Filter since the wh-phrase has 
no case. The additional P(63), however, is possible since the wh-subject 
receives case from the AGR of the inflected infinitive. 

A similar account can be given to contrasts involving Portuguese 
'topicalized' structures such as the ones in (64) (due to Raposo 1975: 185): 

(64) [P] a. Estas coisas eu considero terem grande importancia 
b. * Estas coisas eu considero ter grande importancia. 

'These things I consider to have-3pl./*to have great 
importance' 

And, also, for contrasts such as: 

(65) [P] a. Os ministros se sabia serem apenas serventmlrios 
(R. Barbosa, cited in Maurer 1968:182fn) 

b. * Os ministros se sabia ser apenas serventuarios 
The ministers was-known to be-3pl./*to be servants 
'The ministers were known to be mere servants.' 

Our analysis predicts he existence of such sentences in Portuguese. They 
can be accounted for if we assume, as before, that such topicalized struc­
tures involve wh-extraction of the embedded subject. Under this assump­
tion, the same explanation given to the wh-structures in P(62) and P(63) 
would also apply here. By contrast, similar examples are not found in Span­
ish, which is also predictable. Since Spanish lacks inflected infinitives, there 
would be no way of assigning Case to the underlying wh-subject and the 
structure in question would be ruled out by the Case Filter. 

To complete the section, consider the complex Portuguese examples in 
(66), with their respective S-structures in (67) (the crucial example was taken 
from Sten 1952): 

(66) a. Os versos que observamos parecerem interiorizar a paisagem. 
(cited in Sten 1952: 29) 
The verses which-NOM we said to appear-3pl. to internalize the 

landscape. 
b. * Os versos que observamos parecer interiorizar a paisagem . 

The verses which-NOM we said *to appear to internalize the 

landscape. 

(67) a. Os versos [que [pro observamos [til [t' parecerem [ t interiorizar 
a paisagem ]]] 

b. Os versos [que [pro observamos [til [t' parecer [ t interiorizar a 
paisagem ]]] 
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Both S-structures are produced by NP-movement ('raising'), followed by 
double wh-movement of the raised subject. The difference is that in the 
grammatical (66a), the raising verb is an inflected infinitive (Parecerem) , 

whereas in the ill-formed (66b) the raising verb is a non-inflected infinitive 
(parecer). These facts, although rather unusual, can also be explained. In 
the well-formed S-structure (67a) , corresponding to (66a) , the AGR of the 
inflected infinite assigns Case to the trace of the raised subject (tf), which is 
then transmitted to the wh-phrase (que), so that the Case Filter is inopera­
tive. On the other hand, in the ill-formed S-structure (67b), corresponding 
to (66b), the raising verb is a non-inflected infinitive and cannot assign Case 
to its trace subject (til), so that the wh-phrase in question remains Caseless 
and the structure is correctly ruled out by the Case Filter. 

By contrast, Spanish does not have sentences corresponding to either of 
the examples in P(66). Since Spanish has no inflected infinitives it cannot 
allow a counterpart to P (66a); the only possibility available in Spanish would 
be the counterpart ofP(66b), with a non-inflected infinitive. But such struc­
tures would be excluded by the Case Filter, just like in Portuguese. The 
results are, thus, as predicted by our analysis. 

4.4. Exceptional Case Marking (ECM) Verbs 

The last type of construction that we shall consider is represented by the so­
called Exceptional Case Marking verbs (ECM verbs). I assume that in Ro­
mance this class includes 'causative' and 'perception' verbs. Typically, such 
verbs in both Portuguese and Spanish allow overt subject with non-inflected 
infini tives:22 

(68) [P] Jose via os problemas crescer entre os assessores 
[S] Jose via los problemas crecer entre los asesores 

Jose saw the problems grow among his advisers' 

Following familiar assumptions, this can be accounted for by assuming that 
ECM verbs are (optionally) subcategorized so as to allow IP complement 
(or, alternatively, as taking S'jCP and permitting S'jCP deletion, as in ear­
lier analyses). Accordingly the S-structures corresponding to (68) would be 
as in (69): 

(69) [P] Jose via [IP os problemas crescer entre os assessores ] 
[S] Jose via [IP los problemas crecer entre los asesores ] 

Since the clausal boundary in question would not be a 'barrier' to govern­
ment (cf. Chomsky 1981; 1986b; Kayne 1984 for relevant discussion), the 
main verb can assign case to the embedded subject, thus avoiding the Case 
Filter. 
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In Portuguese (unlike Spanish) an additional possibility exists in which 
the infinitive is inflected (cf. Maurer 1968: 174 ff. for discussion of the data): 

(70) [P] Jose via os problemas crescerem entre os assessores 
'jose saw the problems grow-AGR among his advisers' 

Under our analysis, the S-structure corresponding to (70) is as in (71) (with 
either CP or IP as a complement): 

(71) [P] Jose via [os problemas AGR-crescerem entre os assessores]] 

In such structures, the embedded subject is assigned (Nominative) Case by 
the AGR of the inflected infinitive, regardless as to whether the comple­
ment is IP or CPo Ifwe take the complement to be IP, the AGR would be the 
closest governor/case assigner in accordance with some version of the 
Minimality Condition (cf. Chomsky 1986b: 42ff. for relevant discussion), 
thus precluding Case assignment by the main verb. Alternatively, if we take 
the complement to be CP, CP would constitute a barrier to outside govern­
ment and Case assignment. 

Consider now cliticization facts in such structures. As expected, Portu­
guese and Spanish allow cliticization of the embedded subject of a non­
inflected infinitive in such constructions. Compare: 

(72) [P] Jose nos viu sair da casa 
[S] Jose nos vio salir de la casa 

'jose saw us leave the house' 

(73) [P] Jose nos viu [IP t sair da casa ] 
[S] Jose nos vio [IP t salir de la casa ] 

These are allowed. The subject-position of the infinitive is Case-marked by 
the ECM-verb, thus rendering the Case Filter inapplicable; in addition the 
empty category associated with the clitic (an anaphor under our analysis) is 
bound within its local domain (the matrix CP structure, which contains the 
governor for the anaphoric empty category). 

However, the presence of the inflected infinitive in Portuguese precludes 
cliticization of its subject (an observation made originally by Ali 1919): 

(74) [P] a. *Jose nos viu sairmos da casa 
b. Jose nos viu [ t AGR-sairmos da casa ]] 

'jose saw us leave-AGR the house' 

This is, again, as expected. Although the embedded subject would be as­
signed Case, the structure is excluded by Binding Theory since the Clitic­
trace in subject position of the infinitive is not bound within the local do­
main created by the infinitival AGR (cf. also Zubizarreta 1980). 
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A similar situation (though rare) arises in Portuguese when the embed­
ded subject undergoes NP-movement: 

(75) [P] a. Os soldados foram vistos cair (cf. G6is 1900: 175) 
b. *Os soldados foram vistos cairem 

'The soldiers were seen to fall/*to fall-AGR.' 

(76) [P] a. Os soldados AGR-foram vistos [ ~ cair ] 
b. Os soldados AGR-foram vistos [ ~ AGR-cairem ] 

Facts similar to P(75a) obtain in Spanish (cf. Bello 1903:292 ff.). In the well­
formed P(75a) the embedded subject cannot receive Case from the matrix 
ECMverb since the passive morphology absorbs Case (Chomsky 1981). But 
the embedded subject can still be assigned Case by the matrix AGR, which 
saves the structure from being excluded by the Case Filter. Moreover, the 
anaphoric NP-trace is properly bound, thus satisfying Binding Theory. In 
the ill-formed (75b) the embedded would also be assigned Case in the same 
way. However the structure is excluded by Binding Theory since the 
anaphoric trace is free within the local domain created by the infinitival 
AGR. 

Consider nowwh-extraction in the same construction. Again, as expected, 
Portuguese and Spanish allow wh-extraction of the subject of an non-in­
flected infinitive: 

(77) [P] Os problemas que Jose via crescer entre os assessores 0 

incomodavam muito. 
[S] Los problemas que Jose via crecer entre los asesores 10 

incomodavam mucho. 
'The problems thatJose saw grow among his advisers bothered 

him a lot.' 

These are expected since the embedded subject position is Case-marked by 
the matrix ECM-verb across the IP, thus avoiding the Case Filter. 

Consider now the predicted additional Portuguese example in which the 
infinitive is inflected: 

(78) [P] Os problemas que Jose via crescerem entre os assessores 0 

preocupavam muito. 
'The problems thatJose saw grow-AGR among his advisers 

bothered him a lot.' 

Given our present assumptions, such sentences should be possible since the 
wh-phrase would receive Case (via its trace) from the inflected infinitive. In 
my own judgment, P(78) is well-formed, co-occurring with P (77) in the dia­
lect that we have been considering here. These judgments are also corrobo-
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rated by facts cited in the traditional literature. Examples such as P (77), 
with non-inflected infinitive are common-place and need no elaboration.23 

More interesting are examples of inflected infinitives similar to P(78) such 
as the ones given below: 

(79) a. Pilhas que via subir, decrescer, dissiparem-se consoante os ventos da 
fortuna. 

(A. Ribeiro, cited in Sten 1952: 112). 
'Piles that (he) saw rise, diminish, vanish-AGR according to the winds 

of fortune.' 
b. Os mal-entendidos que ja sentia crescerem as sua volta. 

(Regio, cited in Sten 1952: 112) 
'The misunderstandings that (he) already felt grow-AGR around 

himself.' 
c. Velhos guerreiros vi eu chorarem tambem ali. (G. Dias, cited in 

G6is 1958: 168) 
'Old warriors did I see cry-AGR also there.' 

Example (79a) is particularly interesting since wh-extraction of the subject 
co-occurs with non-inflected and inflected infinitives in coordinate struc­
tures. Example (79b) is similar to P(78), while (79c) is an instance of 
'topicalized' structure (i.e. wh-structure) of the type already discussed. 

Although some problems remain24, if we assume that the well-formedness 
of such examples with inflected infinitives (alongside those with non-inflected 
infinitives) represents the general situation in the dialect in question, the 
facts can be given a plausible analysis in terms of Case Theory and Binding 
Theory, as argued here. 

5. CONCLUSION 

We have examined here a significant range of empirical distinctions between 
Portuguese and Spanish that can be plausibly attributed to the presence of 
infinitival agreement in Portuguese vs. its absence in Spanish. It was argued 
that the presence vs. absence of infinitival agreement results from different 
choices of values ofa proposed universal parameter-the I-Parameter. The 
core grammar of Portuguese selects a marked option of this parameter and, 
as a result, allows inflected infinitives in addition to the common non-in­
flected infinitive, while the grammar of Spanish selects the unmarked op­
tion and only allows non-inflected infinitives. It was then shown that as a 
consequence ofa different choice in the values of the I-Parameter the gram­
mar of Portuguese allows a range of empirical results that are in sharp con­
trast to those allowed by even a closely related grammar such as Spanish. 
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More importantly, it was shown that once the values of the Inflection Param­
eter are appropriately fixed the empirical contrasts in question can be de­
duced-and, hence, explained-from the principles of the theories of Gov­
ernment and Binding. 

In view of these results, it seems legitimate to conclude that the state of 
affairs represented by the facts of Portuguese and Spanish analyzed here 
provides further exemplification of the explanatory power of the principles 
of the theories of Government and Binding and, therefore, constitutes ad­
ditional evidence in support of the conception of Universal Grammar pro­
vided by this theory. 

NOTES 

* Portions of the material covered in this article were presented in lectures at UCLA 
(Summer 1982), MIT (Fall 1983) and Princeton University (Spring 1987). I am 
indebted to Robert Freidin and Carlos Otero for comments and encouragement. 
Thanks are due also to Aryon D. Rodrigues and Mario Montalbetti for comments. 
The article was written while I was a Visiting Scholar in the Department of Anthro­
pology at Dartmouth College, Summer 1987, and I would like to express my grati­
tude to the Department for a most pleasant working environment. The research was 
supported, in part, by a UCLA Academic Senate Research Grant, which I gratefully 
acknowledge. 
I The term Portuguese in this article refers to a rather conservative system which we 
may call the "official dialect". In terms of the infinitive facts discussed here, this 
system is essentially the same for Brazil and Portugal. In Brazil, this official dialect is 
the system taught at school, used in scholarly lectures and writings, in the regular 
media, and spoken by educated speakers (particularly in formal situations). Although 
many Brazilians are native speakers of this dialect, it should be noted that many 
others are not; the latter speak Brazilian dialects, which are quite different-particu­
larly with respect to verb-agreement morphology-from the official dialect. Some 
of these speakers learn the official dialect (with varying degrees of success) prima­
rily at school. Because of this, care must be exercised in assessing informant's data. 
For an informal descriptive study dealing with infinitives in the "official dialect", see 
Maurer (1968). 
2 A grammatical parameter can be regarded as a set of values expressing systematic 
differences among languages such that selection of the possible values of the param­
eter corresponds to different distributions (i.e. different grammars). In some cases 
the parameter may be 'binary' (e.g. the null-overt subject values of the null subject 
parameter) with languages selecting one or the other value; but this is not necessar­
ily so, as parameters may contain a larger set of values and more than one value can 
be selected by a grammar. Thus, in the well-known example of the parameter associ­
ated with the Subjacency Principle (Rizzi 1982; Chomsky 1981), the parameter in 
question includes three values {NP, S, S'}. English selects the values NP, S; Italian 
selects the values NP, S'; while Russian appears to select all three. The I-Parameter 
proposed here is of the latter type. Of course, under the Principles and Parameters 
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approach, systematic differences among grammars (such as the systematic differ­
ences involving inflected/uninflected infinitives discussed here) must be reduced to 
parameters. 
3 This is in general agreement with Picallo's (1984) analysis, which also assumes that 
inflected infinitives are [-Tense, +AGR]. However, I am in disagreement with Picallo's 
claim that Portuguese inflected infinitives "are stylistic variants" of subjunctives (p. 
88fn) (which she also assumes to be [-Tense, +AGR]). This claim seems incorrect; if 
we compare P (I) and P (5) we see that inflected infinitives alternate also with indica­
tive finite complements in structures where no subjunctive can occur (cf. the 
ungrammaticality of * E correto que nos tenhamos il::norado isso 'It is correct that 
we have-subj. ignored this'). Also, as we show later, inflected infinitives occur in 
factive constructions with complex NPs (cf. P(23) Lamento 0 Jato de eles terem abandonrulo 
a equipe 'I regret the fact that they have abandoned the team'}, an environment 
where subjunctives can never occur. Picallo's analysis is of course more general and 
the specific issue raised here should not detract from the many merits of her overall 
analysis. 
4 I am indebted to Gwen Yount (p.c.) for this information. Paul Schachter (p.c) 
informs me that a similar situation arises in Tagalog with 'aspect' (a fact that suggests 
that perhaps 'tense' is not exactly the correct category). Also, the existence of the 
so-called infinitives with tenses in Classical Greek (cf. Smith 1920: 417 ff.) suggests 
that further investigation is required. (I am indebted to Aryon D. Rodrigues for 
bringing the Greek facts to my attention). 
5 It should be kept in mind, however, that the problem related to markedness here, 
though important on its own merit, is independent of the analysis of the facts of 
infinitives in terms of the principles of GB theory given here, which is the focus of 
this article. Evidently, both inflected and non-inflected infinitives must be allowed 
by UG and any linguistic analysis of infinitives must reflect this parametric differ­
ence. Contrary to the views expressed by some readers, the fact that one value oc­
curs more often than another of course does not invalidate a theory which posits 
both values (like the analysis given here), though we may want to know-as a sepa­
rate problem-why one value is favored over another, which is why we also addressed 
this problem here. The point ought to be obvious. Consider, for example, the well­
known study concerning the distribution oflight and black moths (Biston betularia) 
in England. Since both varieties occur, a genetic theory that postulates 'light' and 
'black' as values for the color genes in English moths would be correct, even if it did 
not explain why light moths predominated at one point in time, while black moths 
predominated later. The latter problem, as it turned out, requires a separate expla­
nation based on changes in the environment of the region. 
6 This assumption is in disagreement with a recent proposal by Raposo (1987), 
according to which only infinitives marked for Case can assign Case. We return to 
this point later in connection with other examples. 
7 Apart from the theoretical argument based on the 'PRO' theorem given above, 
the empirical evidence to support the claim that lllQ occurs with inflected infinitives 
while PRO occurs with non-inflected infinitives appears to me to be quite conclusive. 
Thus, independent of what is predicted by Case Theory, in examples such as (17) 
with inflected infinitive, we must assume that the subject is 'pro-1 pI' (corresponding 
to (16) with the overt pronoun subject}, otherwise the correct 'personal' interpreta­
tion of the sentence cannot be accounted for. By contrast, in (14) with non-inflected 
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infinitive the subject of the infinitive must be 'Arbitrary PRO' in order to account 
for the 'impersonal' interpretation of the sentence. Second, in structures of obliga­
tory control (the typical environment where PRO is assumed to occur), inflected 
infinitives cannot occur: 

(i) Eles tentaram sair/*sairem 
'They tried to leave/to leave-3pI.' 

Third, as shown later in section 3.3, in structures where the null embedded subject is 
clearly not controlled (which precludes the occurrence of PRO and where pro must 
be postulated) only the inflected infinitive may occur: 

(ii) Creio estarem preparados 
'I believe (them) to be-3pl ready-pI. 

(iii) *Creio estar preparados 
'I believed (them) to be-uninflected ready-pI 

For further discussion of such examples, see section 3.3. For additional discussion, 
see Safir's comments and my response, both included in this volume. 
8 The best evidence for this, in my view, is the behavior of PRO with respect to 
Portuguese inflected infinitives. Suppose PRO had features for person and number 
( i.e. 'phi-features'; Chomsky 1981). Then in a language like Portuguese, which 
allows infinitives to agree in person and number with its subject, we should expect 
PRO to 'trigger' subject-verb agreement and always occur with inflected infinitives. 
However,just the opposite is true. In fact, in structures of 'obligatory control' (where 
PRO is the only option) the infinitive cannot be inflected at all. Compare (i) and 
(ii) : 

(i) Nos tentamos sair 

(ii) *Nos tentamos sairmos 
'We tried to leave/*to leave-1pI.' 

Since the presence of PRO does not trigger person-number agreement with infini­
tives in Portuguese, it seems reasonable to conclude that PRO lacks features for 
person and number (a point originally made in Quicoli 1982: Ch.3). 
9 Similar effects are observed in adnominal infinitival complements. Thus sen­
tences with PRO subjects are possible in both languages: 

(i) [P] A possibilidade de PRO perder 0 jogo nao os preocupa 
(ii) [S] La posibilidad de PRO perder el partido no les preocupa. 

'The possibility of loosing the game does not bother them' 

But lexical subjects are possible only in Portuguese and when the infinitive is in­
flected: 

(iii) [P] A possibilidade de eles perderem/*perder 0 jogo nao os preocupa. 
[S] *La posibilidad de ellos perder el partido no los preocupa. 

The possibility of them losing the game does not bother them 

For these, the same explanation given in the text also holds. 
In Spanish, as Mario Montalbetti points out to me, it is sometimes possible for the 

infinitive to have its own (nominative) subject in examples such as (iv): 
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(iv) De ganar los brasilenos no me incomodare. 
'Were the Brazilians to win it would not bother me.' 

In such cases, the inverted infinitive seems to be able to assign Nominative Case to its 
subject, which suggests that a different strategy (similar to the one found in Italian; 
Rizzi 1982) may be operative in Spanish, but I will not pursue this issue here. 
IO Since such constructions allow a subjunctive complement it does not seem appro­
priate to refer to them as 'factives' since 'factive predicates' normally presuppose the 
proposition expressed by their complements to be 'true' (something that is incom­
patible with the subjunctive mood). But this is not relevant to the analysis given 
here. 
II Zubizarreta (1982) gives a different pattern which implies that Portuguese ex­
amples such as P(24) and P(26) are ill-formed, in contrast with Spanish examples 
such as S(24). She takes this to be evidence for a subject-verb asymmetry in (Brazil­
ian) Portuguese. However, to my ear, P(24) and P(26) are quite normal (I am also 
indebted to Nancy Antello for verifying this with additional Brazilian informants) 
and I will take these to be well-formed in the relevant system under consideration. 
This of course does not preclude the possibility of variation in line with the para­
digms given in Zubizarreta's article, a possibility that remains open. 
12 This observation is in agreement with traditional descriptions of the "official 
dialect" and seems to me correct. Thus G6is (1958: 99) points out that when the 
verb embedded by pareceris finite, pareeer, as rule, must remain 'impersonal' (i.e. stays 
in the unmarked third person singular form), even when the embedded subject is 
preposed. Some of the examples that he gives are: 

(i) 0 amore a poesia parece que seriam 0 principal enlevode Camoes (L. Coelho) 
'Love and poetry seems-unmarked that were-3 pI. the main concerns of 

Camoes' 

(ii) As estrelas parecia que sorriam 
'The stars seem-unmarked that smiled-3 pI.' 

(iii) As horas parecia que voavam 
'The hours seemed-unmarked that flew-3pl.' 

G6is explicitly rejects examples such as P(30) as ill-formed (p.127). Most grammar­
ians seem to agree on this and I take G6is's description to accurately reflect the facts 
of the "official dialect" (d. also Spanish). 

It is known, however, that some Brazilian speakers accept examples such as P(30). 
I assume that such speakers have a grammar that is different from that of the "offi­
cial dialect" analyzed here (see note 2), and that such facts require a different analy­
sis than the 'raising' analysis given in the text. 

Silva (1983: Ch. 4) discusses one such non-oficial dialect, which he refers to as the 
"oral language". According to Silva, such speakers accept sentences such as 

(i) As arvoress parecem que estao dorm indo. 
(Lit: The trees seem that are sleeping) 

(Cf. his example (16) on p. 331). Silva proposes to analyze such examples as in­
stances of raising (NP movement). However, this would violate Binding Theory and 
also would not account for the fact that speakers of the official dialect of Portuguese 
(as well as Spanish) reject these. Moreover, Silva's 'raising' analysis for such ex-
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amples is undermined by his own observation that the same speakers also accept 
sentences like (ii): 

(ii) As arvores parecem que elas estao dormindo. 
(Lit: The trees seem that they are sleeping) 

(Cf. Silva's example (15b) on p. 330.) In such examples clearly no NP-movement is 
possible. The analysis that suggests itself is that such examples come from D-struc­
tures where both parecerand the embedded verb have lexical subjects (i.e. As arvores 
parecem que (elas/lllQ) estiio dormindo), somewhat reminiscent of English examples 
such as 'These trees look as if they are sleeping." For relevant discussion based on 
similar facts in Rumanian, see Grosu & Horvath (1984). 
13 Although grammarians generally agree on the ungrammaticality ofP(31), some 
also claim that if there is a 'certain distance' between parecerand the infinitive (cre­
ated by the insertion of intervening words), the infinitive may also be inflected (cf. 
G6is 1958: 98; Maurer 1968). As evidence, the same grammarians cite examples 
such as As aves aquaticas ... pareciam nos seus voos incertos, ora vagarosos, ora rapidos, 
folgarem ... (A. Herculano, cited in G6is, 1958:98), 'The water birds seemed-3pl. in 
their uncertain flights, sometimes slow, sometimes fast, to enjoy-3pl...'. However, 
such grammarians do not make any attempt to provide a principled way to deter­
mine the 'distance' in question, which seems a rather dubious notion in grammati­
cal theory. On the other hand, it seems plausible to suppose that 'distance' (i.e. 
time elapsed between utterances) is a performance factor and that the occurrence 
of such ungrammatical examples are due to extra-grammatical (performance) fac­
tors, a view which I will adopt. 
14 The explanation given in the text is based on Binding Theory. However, some 
analyses within the GB framework (following Chomsky 1981) assume that 'NIC ef­
fects' such as the above are excluded by the (Standard) ECP (cf. Silva 1983 for Portu­
guese and Grosu and Horvath 1984 for Rumanian). According to the Standard ECP 
requirement of proper government, traces must be either lexically-governed or an­
tecedent-governed. Thus, for instance, ungrammatical examples such as E(28) would 
be excluded by the Standard ECP: neither the antecedent nor seem can properly 
govern the trace across the CP boundary in the structure in question and in English 
(which is not a 'null-subject language') AGR cannot be a proper governor for the 
trace either, so that E(28) would constitute an ECP violation. 

However, the Standard ECP analysis, as described above, encounters problems 
when we add facts of 'null-subject' languages, such as Spanish and Portuguese ex­
amples 5(28) and P(30). Since Spanish and Portuguese are null-subject languages 
the NP-trace would be properly governed (either by the embedded AGR or by the 
verb if we assume 'free inversion 'in the sense of Rizzi 1982). Given the standard 
ECP analysis, we should then expect English to differ from Spanish/Portuguese with 
respect to NP-traces just as it does with respect to wh-traces in (i): 

(i) [P] Que embaixadores parece que chegaram a urn acordo? 
[S] Que embajadores parece que han llegado a un acuerdo? 
[E] *Which ambassadors does it seem that have reached an agreement? 

But this is not so. The raising structures E(28), 5(28) and P(30) are all ill-formed, 
which is a problem for the standard ECP analysis. 

An additional problem for the standard ECP analysis is posed by raising structures 
where an embedded object is incorrectly raised as in (ii): 
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(ii) [P] *Estes livros parecem [ que Maria leu t] 
[S] *Estos libros parecen [ que Maria ha leido t] 
[E] *These books seem [ that Mary read t] 

Under a Binding analysis of NP-traces, the explanation is straightforward. However, 
under the standard ECP analysis such facts are problematic; the NP-trace would be 
'properly governed' since it is lexically governed by the embedded verb in such struc­
tures. Yet the examples are ill-formed. 

A different approach, however, is suggested in Chomsky (1986b), who proposes a 
restricted version ofECP, according to which proper government for traces involves 
only antecedent-government. This restricted ECP approach overcomes the prob­
lemsjust noted (although it also invalidates some standard arguments for ECP such 
as subject-object asymmetry and the null-subject parameter). At issue is whether or 
not relation between a lexical anaphor and its antecedent is different from that be­
tween an NP and its trace (cf. Chomsky 1986b; Aoun 1985 for discussion). These are 
important empirical questions which constitute a focal area of current research and 
alternative approaches are being actively pursued. For presentation purposes here I 
will cast the analysis in terms of Binding Theory. 
15 To be sure, there is a further question of detail involved in connection with the 
structures above. Examples such as (34) are grammatical only if the aspectual auxil­
iary ter is 'fronted' (presumably moved into the head-position under CP; cf. Rizzi 
1982; Raposo 1987). However, this inversion phenomenon (at least in Portuguese) 
seems to be a separate problem, apparently not related to Case assignment, contrary 
to a recent claim made in Raposo's 1987 (for a recent discussion of factors regulat­
ing inversion, see Carrano 1987). Notice that inversion by itself is not sufficient to 
assign Case since (33), even with inversion, is not grammatical. On the other hand, 
as mentioned earlier, examples such as (16) and (20) suggest that inflected infini­
tives can assign case irrespective of auxiliary inversion. 

Notice also that Raposo's claim according to which only infinitives that are marked 
for Case may assign Case (p.94) appears to be inconsistent with examples such as 
(34). Raposo does not discuss such examples, but their relevance seems clear. Since 
parecer'seem', an intransitive verb, cannot assign Case there would be nothing to 
assign Case to the inflected infinitive here; yet the infinitive clearly must assign Case 
to its subject. Raposo's analysis is of course more general and the specific issue 
raised here should in no way obscure the many merits of his important analysis. 
16 In addition, one might also argue that the wh-trace in subject position is 'properly 
governed', satisfYing ECP (or, alternatively, the wh-trace in subject position is 'bound' 
by the trace in CP, so as to satisfy (Generalized) Binding Theory, as proposed by 
Aoun, 1985). 
17 'Semi-control' verbs may allow lexical subjects or PRO with their infinitive comple­
ments and are, thus, in opposition to (obligatory) 'control verbs' (e.g. try, promise) 
which always require PRO, which I assume to be a lexical property of these verbs. 
Notice that inflected infinitives cannot license a lexical subject in such environments 
(cf. *Jose tentou os homens sairem, 'Jose tried the men to leave-AGR'), which suggests 
that control phenomena requires a special theory and cannot be subsumed under 
Case Theory, as it is sometimes assumed. In addition, as already noted, such control 
verbs cannot occur with inflected infinitives (which is predictable from Binding 
Theory; cf. the 'PRO theorem' of Chomsky 1981). 
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18 Again, such examples are only grammatical with auxiliary-inversion, which we 
assume to be due to factors independent of Case Marking, possibly having to do with 
the requirement that subjects must be lexically governed, but I will not pursue this 
matter here. 
19 The plausibility of the argument above becomes obvious when we consider ex­
amples such as 

(i) Nos cremos estarem preparados para a tarefa. 

(ii) Nos cremos estarem eles preparados para a tarefa. 
'We believe (them) to be-3pl ready-pI. for the task' 

which are parallel to P(55) and P956) in the text. Clearly, in (i) (which corresponds 
to (ii) with overt pronominal subject) the null subject of the inflected infinitive is 
not controlled. Hence, the subject of the inflected infinitive here cannot be PRO 
but must be analyzed as 'pro'. Likewise, P(57b) with inflected infinitive corresponds 
to 

(iii) Cremos estarmos nos preparados para a tarefa. 
'(we) believe-1 pi us to be-1 pI. ready-pi for the task' 

and hence, its null subject must also be analyzed as 'pro' (cf. structure (58b». Such 
sentences are unique to Portuguese and, hence, support the view that 'pro' can 
occur as subject of infinitives only when the infinitive is inflected. By contrast, sen­
tences like P(57a) are not unique to Portuguese but correspond to control struc­
tures found in languages such as Spanish (cf. Creemos estar preparados 'We believe to 
be ready') and French where control is obligatory and, hence, require 'PRO' sub­
jects as in (58a) rather than 'pro'. This of course supports the view that non-in­
flected infinitives normally require its subject to be PRO rather than 'pro'. I believe 
the facts in question provide strong support for the hypothesis concerning the distri­
bution of PRO vs. pro advanced in the text. 
20 Small clause structures such as 

(i) Eles se creem [ t honestos] 

are, of course, possible. In such cases, as Chomsky (1981) suggests, the small clause 
boundary does not block government and Case assignment to the subject trace, so 
that the clitic is marked for case. Similarly, the clitic trace would be bound by the 
clitic within the relevant local domain, thus satisfying Binding Theory. 
21 As noted by Kayne (1981b) French (unlike Portuguese and Spanish) allows sen­
tences similar to the ungrammatical Portuguese and Spanish sentences in (62). Thus 
Kayne points out the grammaticality in French of examples such as Q)lel gar{:on crois­
tu etre le plus intelligent de tous? ('Which boy do you believe to be the most intelligent 
of all? '; p. 356). According to Kayne these are due to the fact that French allows Case 
assignment to the wh-trace in CPo In light of the facts in (50) this is apparently not 
possible in Portuguese and Spanish. The question arises as to how such contrasts are 
to be accounted for, a problem which I will not pursue here. 
22 In the official dialect of Brazil there is a preference for the use of inflected infini­
tives in such environments, although it seems that both inflected and non-inflected 
infinitives are possible in such environments, the position that I adopt (for factual 
discussion, see Maurer 1968). 
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23 Zubizarreta (1980) gives a different pattern in which examples such as P(78) are 
well-formed while examples such as P(77) are ill-formed, a situation that I was un­
able to verity. 
24 The findings reported here are in apparent conflict with previous observation 
made injudicious studies by Perlmutter (1972) and Perini (1974), who point out 
contrasts between examples of the type: 

(i) as cavalos que vimos correr eram lindos. 

(ii) as cavalos que vimos correrem eram lindos. 
The horses that we saw run/run-AGR were beautiful.' 

According to both Perlmutter and Perini, (i) is grammatical while (ii) is not. While 
it is correct that there is a strong preference (at least among Brazilian speakers, 
myselfincluded) for (i) over (ii), in view of the facts in the text (particularly the fact 
that P(78) is fully grammatical), it is not clear whether the preference here reflects 
grammaticality or stylistic preference. At any rate, it seems clear also that inflected 
infinitives must occur in such contexts; in fact, there are situations where only the 
inflected infinitive seems possible. Compare: 

(iii) as cavalos que se via correrem de urn lado para outro eram lindos. 

(iv) *?Os cavalos que se via correr de urn lado para outro eram lindos. 
The horses that one saw run-AGR/*?run to and fro were beautiful'. 

Here it could be suggested that the clitic se absorbs Case (cf. Jaeggli 1982) from 
the ECM verb, so that only when the inflected infinitive occurs can the embedded 
subject be assigned Case. However, because of the uncertainties concerning some of 
the data, the analysis given here must be tempered with a certain degree of caution. 
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KEN SAFIR 

PRO AND pro: COMMENTS ON QUI COLI 

Aside from word order perhaps, there are very few aspects of linguistic ty­
pology that have been as closely studied as the null subject property, espe­
cially from the perspective of recent theoretical work within the principles 
and parameters framework initiated by Chomsky (1981). The appeal of the 
parametric perspective is that a variety of language typological characteris­
tics can be linked, if the account is successful, merely by selecting appropri­
ate value settings (provided by Universal Grammar) for formal properties 
of grammar that are permitted to vary (parameters). Within a principled 
theory of grammar, the formal setting will have predictable effects which 
may then be examined in detail. In a wide variety of studies informed by 
this perspective (seeJaeggli and Safir (1989) for discussion and references) 
the null subject property has been linked to a range of other properties, or 
else the parametric perspective has provided a stimulus to distinguish the 
effects of a positive setting of Null Subject Parameter (i.e., a setting that 
results in null subjects) from independent sorts of linguistic variation. 

Professor Quicoli's analysis of the European Portuguese inflected infini­
tive investigates the effects of the Null Subject Parameter by isolating a small 
portion of the grammar in which the in troduction of a new variable smoothly 
adjusts to the positive setting for null subjects -with all of the accompanying 
predictable effects. The most salient empirical manifestation of the Null 
Subject Parameter is generally exemplified as a contrast between languages 
like French, on the one hand, which must have a subject in a finite sentence, 
and Spanish, on the other, which need not have a subject in the same con­
text. In the case of the European Portuguese inflected infinitive, introduc­
ing person an number marking onto the infinitive, Quicoli argues, leads to 
behavior indistinguishable from the behavior of tensed sentences in the rel­
evant respects. 

There is, however a covert assumption here that is worth highlighting. 
The Null Subject Parameter will only extend in exactly the way expected to 
inflected infinitives in a null subject language. Although I do not know of 
any non-null subject language that has inflected infinitives (indeed the op­
tion may be limited to null subject languages), presumably the hypothetical 
infinitives in such a language would not show the null subject effect if the 
Null Subject Parameter is fixed for the language as a whole, rather than for 
a particular construction. Only under the latter non-trivial assumption is 
the extension of the null subject property to the inflected infinitive con­
struction un surprising. 
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This paper is divided into two parts. In the first part I will raise three 
objections to theoretical points raised in Quicoli's paper, while in the sec­
ond part I will introduce three independent diagnostic tests that show that 
his overall analysis is correct. I 

1.0 THREE OBJECTIONS 

My first objection is to the conclusion that the apparent markedness of in­
flected infinitives can be derived from the Subset Principle proposed by 
Berwick (1986) and by Wexler and Manzini (1987). The latter works pro­
pose that for any option ° (selected from those provided by UG) that re­
sults in a larger class of possible strings in a language, ° is marked by com­
parison with options that do not extend the size of the class of possible strings. 
This reasoning is motivated as follows: If a child acquiring the language 
always assumes the smallest possible language compatible with the data, then 
it has a means of avoiding overgeneralizations that could not be corrected 
by subsequent data. 

Quicoli contends that inflected infinitives are marked because having them 
in addition to uninflected infinitives means a larger language. This is true if 
it is the case there are instances where an inflected infinitive occurs where a 
normal uninflected infinitive could also occur. 

The problem with this reasoning is that it says nothing specific about 
inflected infinitives. Given the markedness reasoning proposed, a language 
with inflected infinitives and no uninflected ones would be just as unmarked 
as Spanish, a language with infinitives, but without inflected ones. If in­
flected infinitives, in addition to being rare, are truly marked, then the sub­
set reasoning does not yield the right result without further assumptions, 
e.g., that inflected infinitives are only possible in languages that have 
uninflected ones.2 

My second objection is to Quicoli's claim that he has presented evidence 
to show that pro must be Casemarked. It seems to me that this evidence is 
weak, even if the conclusion may be right. 

Quicoli shows that in every position where he hypothesizes that pro can 
occur, a lexical NP can appear and wh-extraction is possible. In English, a 
gerund can have a lexical subject or not, but it has been assumed that when 
the subject of a gerund is lexically empty, its subject is Case less PRO, not 
pro. If Case assignment is optional in inflected infinitives, as it is in English 
gerunds, then whether or not pro (or PRO, for that matter) is Casemarked 
in inflected infinitives depends on showing that Casemarking is obligatory 
in these contexts. No such demonstration is made. 
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Rather Quicoli shows that, in addition to lexical subjects, wh-movement 
is possible from the subject position of an inflected infinitive. Following 
Chomsky (1981), the assumption thatwh-trace must be Casemarked accounts 
for the failure of *who ~ it likely! to !!k, since the raising predicate likely is 
a proper governor of its infinitive complement subject (i.e., it is not ruled 
out by ECP). But if Case assignment is optional to inflected infinitive sub­
ject position, then the success of wh-extraction does not bear on the +/­
Case status of PRO. 

In fact it might be argued that Case is irrelevant for pro as long as ll!:Q is 
governed (and perhaps "identified" in one of the senses drawn from the 
literature by Safir and Jaeggli (1989; section 4» by INFL/+agr.3 Every ex­
ample cited by Quicoli where pro is licit is compatible with this assumption, 
and so the question of whether or not pro needs Case remains open.4 

My third objection is to Quicoli's claim that PRO does not have phi fea­
tures since, as he points out, it does not agree with the infinitive verb (see 
also his fn. 5) 5. But it appears that it is necessary to assume that PRO can be 
plural in predicative contexts, as pointed out by Chomsky (1981; 322) so it 
can have number, as illustrated in (1 a) . Moreover, as pointed out by Rizzi 
(cited by Chomsky (1981; 61), PRO arb is plural in Italian (lb), and as the 
French example (1c) shows, it also can agree in gender in languages that 
mark predicative adjectives for gender. Finally in (1d) we see that the re­
flexive only has an appropriate antecedent within its binding domain if it is 
bound by PRO, so PRO must be capable of bearing person features as well. 

(1) a. They tried PRO to be doctors 
b. non e chiaro come essere allegri 

not is clear how to-be happy (plural) 
c. Les femmes veulent etre intelligente 

the women want PRO to-be intelligent(fem-plural) 
'The women want to be intelligent" 

d. You shouldn't try to kill yourself 

Furthermore, in some languages it appears that Case agreement with PRO 
is possible. As pointed out by Thrainsson (1979; 298-9) and those he cites, 
predicative adjectives in infinitives in Icelandic reflect either Nominative or 
the Case of the controller of PRO (updating Thrainsson's assumption of 
equi-NP deletion). Thus in (2a) ACC on the adjective is ungrammatical 
where the controller of PRO is Dative, while in (2b) Dative fails when the 
controller of PRO is Accusative. 

(2) a. Maria skipaoi honum ao vera gooum/goour/*gooan 
Maria ordered him/DAT [PRO to be good/DAT /NOM/ ACC] 
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b. Maria bab hann ab vera goban/ gobur /*gobum 
Maria asked him/ ACC [PRO to be good/ ACC/NOM/DAT] 

Whether or not PRO can be assigned Case directly by a Case assigner we 
may leave as an open question, but it appears that it can facilitate agreement 
with a predicate adjective just as overt subjects in Icelandic do. 

I conclude that the claim that PRO lacks phi-features is simply false. 

2.0 PRO VS. PRO: SOME CONFIRMATION 

The last two objections discussed above raise questions about how PRO and 
pro are to be distinguished. If they do not differ with respect to phi-features 
and they both can be Casemarked or not, then it is possible that every in­
stance where Quicoli has argued that there is a pro, a PRO could be present 
without changing the predictions. To maintain such a view we would have 
to assume (A) that Casemarking by inflected infinitives is optional and (B) 
that PRO is not excluded when governed by the INFL/ +agr of inflected 
infinitives. Both assumptions may be problematic theoretically, but they 
have not been shown so far to be false in so far as inflected infinitives are 
concerned. 

I believe that Quicoli's analysis of the null inflected infinitive subject as 
pro, is correct, but to support his arguments I must have a means of distin­
guishing PRO from pro systematically. These tests will show that pro, dis­
tinct from PRO, must be at least available for for the subject position of 
inflected infinitives, although I will not attempt to show that PRO is an im­
possible option in this context. Three tests, two adapted from Safir and 
Jaeggli (1989), can be employed to establish the PRO/prQ distinction. 

2.1 The Resumption Test 

As pointed out inJaeggli and Safir (p.16-17), it is possible for pro to act as a 
resumptive pronoun, in the marginal (or in some languages, fully gram­
matical environments) where resumptive pronouns are permitted. The ex­
amples in (3a) show that both English and Spanish, respectively, permit a 
resumptive pronoun strategy for relative clauses, however marginal. 

(3) a. That's the guy that we didn't know whether it was possible 
to talk to him 

b. Ese es el tipo que no sabiamos si seria po sible hablar con el 

Yet no language with (uninflected) infinitives ever permits its PRO subject 
to be a resumptive pronoun, as is illustrated for English and Spanish in (4a,b), 
respectively. 
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(4) a. *That's the guy who we didn't know whether it was possible PRO to 
swim 

b. *Ese es el tipo que no sabiamos si seria posible PRO nadar 

English and Spanish differ in that the latter is a null subject language, 
and the null subject of tensed sentences in Spanish (5a) can be used as a 
resumptive pronoun in the same sort of relative clause context where an 
overt pronoun would be acceptable (in fact required) in English. 

(5) a. That's the guy who Mary knows the woman who he/*0 married 
b. Ese es el tipo que Maria conoce ala mujer con quien ?el/0 se caso 

The distinction between (4a-b) and (5a-b) is quite sharp, even though 
the examples in (5) are marginal for some speakers or stylistically marked. 
Clearly if the null subject of an inflected infinitive is pro then it should be 
available for use as a resumptive pronoun. Although an overt pronoun is 
preferred as a resumptive in (6a,b), the null subject of an inflected infinitive 
(6b) can be used as a resumptive as easily as the null subject of a tensed 
sentence (6a) , which clearly supports the availability of the P!Q analysis for 
inflected infinitives. 

(6) a. Os linguistas [que eu Ii [0 artigo [que tu disseste que ?eles/??0 
escreveram]]] estavam na conferencia 

the linguists [that I read [the paper [that you said that they wrote]]] 
were at the conference 

b. Os linguistas [que eu Ii [0 artigo [que tu disseste ?eles/??0 terem 
escrito]]] estavam na conferencia 

the linguists that I read [the paper [that you said them/0 to write]] 
were at the conference 

2.2 The Expletive Test 

Another Safir and J aeggli diagnostic that distinguishes PRO from P!Q is based 
on the EMEX condition of Safir (1985), which simply requires (but does 
not explain why) expletive elements must be governed. With respect to 
what is at stake here, this means that PRO cannot be expletive. Thisjudge­
ment, like the resumptive test, is also robust, as illustrated by the English 
examples (7a) vs. (7b). 

(7) a. It is unclear when it will be possible for John to leave 
b. *It is unclear when to be possible for John to leave 

The important distinction between P!Q and PRO is that pro, as in the 
standard null subject environment in (8a), permits an expletive, as it would 
under the assumption that it is governed by INFL/+agr. As shown in (8b), 
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the infinitive empty subject in Spanish cannot be expletive, as we would 
expect if the infinitive subject in Spanish is exclusively PRO, never pro. 

(8) a. No esta claro si es verdad que Juan es culpable 
(pro) not is clear if (pro) is true that Juan is guilty 

b. *No esta claro si ser verdad que Juan es culpable 
(pro) not is clear if _ to-be true that Juan is guilty 

By contrast, in European Portuguese inflected infinitives, where the struc­
ture permits government of the null subject by INFL/ +agr (by assumption), 
it is predicted that it should be possible for the null subject to be expletive, 
since pro is available. This prediction is borne out.6 

(9) a. _ surpreendeu-me _ ser tao obvio que ele estiveffe bebado 
pro surprised-me 12IQ to-be so obvious that he subj-pst-be drunk 
"It surprised me for it to be so obvious that he would be drunk" 
b. _ surpreendeu-me que _ fosse tao obvio que ele estivisse bebado 
pro surprised-me that pro be-subj. so obvious that he subj-pst-be drunk 
"It surprised me that it would be so obvious that he would be drunk" 

2.3 linked arbitrary interpretation 

A third argument that shows that the subject of the Portuguese inflected 
infinitive must permit pro, as opposed to normal infinitives which require 
PRO, is that a certain class ofinterpretations, interpretations associated with 
PRO in infinitives in other languages, are not required in Portuguese. The 
interpretations in question are "linked" interpretations, first pointed out by 
Lebeaux (1984), where the arbitrary subject of the first infinitive must be 
interpreted to be the same arbitrary agent as the subject of the second in­
finitive, not only in (lOa), where this is plausible, but in (lOb) where it is 
difficult (not impossible) to provide a plausible interpretation. 7 When pro­
nouns are overt no such linked interpretation is required as in (IOc) where 
the pronouns do not match, nor in (IOd), where they do. 

(10) a. To raise the rent is to irritate the tenants 
b. To raise the rent means to leave the apartment immediately 
c. For you to raise the rent means for us to leave the apartment 

immediately 
d. For him to raise the rent means for him to leave the apartment 

immediately 

If the obligatoriness of this linked interpretation is a property of PRO, then 
we may ask if the same obligatory interpretation is required of pro. Once 
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again we can compare contexts in Spanish tensed sentences where pro is 
available, in fact contexts where an arbitrary interpretation is intended (see 
Jaeggli (1986; 59)), and see if the interpretation is obligatorily linked. The 
linked interpretation is optional in this context in Spanish (lla) (i.e., the 
fixer and the caller can be different or the same, the former being favored 
pragmatically). The English example in (llb) more closely resembles the 
appropriate translation of the linked interpretation, though the PRO infini­
tive subjects are obligatorily linked in English, as mentioned earlier. In (1Ic) 
(also from J aeggli (1986)), Spanish infinitives also require the linked arbi­
trary interpretation, even where an unlinked interpretation would be fa­
vored. 

(11) a. Para que p!Q vengan a arreglar la heladera, es necessario que pro 
llamen al tecnico por 10 menos tres veces 

for that come-3pl to to-fix the refrigerator is necessary that call-3pl 
to-the technician by the least three times 

"In order for arb comes to fix the refrigerator, it is necessary that 
arb calls the technician at least three times" 

b. In order to come to fix the refrigerator, it is necessary to call the 
technician at least three times 

c. Para [PRO poder salir de compras] hay que [PRO abrir los negocios] 
for [PRO to-can go-out of shopping] has that [PRO to-open the 

shops 
"In order (for arb) to go out shopping, arb must open up the shops." 

If European Portuguese inflected infinitives have p!Q subjects, then the linked 
interpretation should be optional, not obligatory. The inflected infinitive 
data are presented in (12) with contrasting finite examples presented in 
(13a,b) corresponding to (l2a,c), respectively. 

(12) a. Subir-em a renda significa sair-em do apartamento imediatamente 
to-raise-3p the rent means to-Ieave-3p of-the apartments 

immediately 
b. Subir-es a renda significa sair-mos do apartamento imediatamente 

to-raise-2s the ren t means to-Ieave-l p of-the apartments immediately 
c. Para virem arranjar a maquina e necessario chamarem 0 tecnico 

pelo menos tres vezes 
for to-come-3pl to-fix the refrigerator is necessary to-call-3pl the 

technician at least three times 

(13) a. Que subam a renda significa que sairao do apartamento 
that _ raise-subj the rent means that _ will-leave the apartment 
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b. Para que venham arranjar a maquina e necessario que chamem 0 

tecnico pelo menos tres vezes 
for that _ come-subj to-fix the refrigerator is necessary that _ 

call-subj the technician at least three times 
"For that one/someone would come to fix the refrigerator, it is 

necessary that one/he call the technician three times" 

As predicted, the linked interpretation is not required for (12a) (any more 
than it is required for tensed (13a)8), which permits either a linked inter­
pretation or a (less favored) unlinked one (see (lOd», while (12b) corre­
sponds to the non-arbitrary interpretation in (lOc). Furthermore (I2c) 
corresponds to the Spanish (11 c) except the infinitive is inflected, and rather 
like the Spanish tensed (lla) and Portuguese (I3b), (I2c) permits, but does 
not require, the linked interpretation.9 

Thus all three tests lead to the same conclusion: The null subject of the 
inflected infinitive in European Portuguese must at least permit a pro sub­
ject, although I have not established that a PRO subject could not be op­
tional in these contexts. 

3.0 SOME CONCLUDING THOUGHTS 

Although I have disagreed with some of Quicoli's conclusions about Case, 
learnability, and the p[Q/PRO distinction, I have agreed with his more im­
portant claim that the inflected infinitive in a null subject language can be 
expected to behave just like a finite sentence with respect to null subjects. 
In the latter respect, the advantages of a parametric approach have been 
further illustrated, in that the licensing ofl2IQ in an uncommon context has 
an expected variety of very subtle effects (the possibility of permiting re­
sumption, expletives, and unlinked arbitrary interpretations) which corre­
late with the assumption that agreement marking provides the key ingredi­
en t for the iden tification of l2IQ. 10 

NOTES 

1 I would like to thank Eduardo Raposo, a very informed informant, for his invalu­
able assistance with the European Portuguese data. 
2 Raposo (1987), whose work addresses some of the same issues, assumes that in­
flected infinitives are marked because the setting of the null subject parameter for 
null subjects and the setting of the INFL parameter to allow +agr to choose freely 
between +/-tense is a rare combination. Beyond rarity, no other argument is made 
as to the markedness of the construction, though a crucial relation between the two 
parameters is assumed. 
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3 Although the issue will not come up directly here, I assume, foliowingJaeggli and 
Safir (1989) and references cited there, that the licensing of null subjects and the 
identification of null subjects are distinct requirements which must be met for a 
thematic subject to be missing. 
4 As Luigi Rizzi pointed out during discussion at the conference, however, lll:Q in 
object position appears to be sensitive to Case, in so far as verbs that license lll:Q in 
English never do so if they are passivized (Le., they do not assign ACC Case). See 
Rizzi (1986). 
5 The reasoning in Quicoli's note 5 is nearly circular - if there are no inflected infini­
tives how could PRO agree with uninflected ones? If the infinitive is inflected, then 
Quicoli assumes the inflected infinitive must have a lll:Q subject, not PRO. Quicoli 
points out that infinitives may not be inflected in contexts of obligatory control, 
where he assumes that PRO is the only possible option for the infinitive subject. 
Perhaps so, but one would want to exclude the possibility that inflected infinitives 
are not excluded in these environments for independent reasons, such as aspect. I 
have in mind a parallel with subjunctives, which are not possible as complements to 
many verbs. 
G Actually, (9b) is somewhat degraded, though not thoroughly unacceptable, per­
haps because the tensed subjunctive restricts the class of pronouns that can be con­
strued as its subject, as is well-known with respect to disjoint reference effects with a 
matrix subject. The exact nature ofthe restriction in this environment is not clear to 
me. 
7 If the same people both own the apartments and live in them, and these people are 
suddenly forced to depend on revenue from these apartments in order live, then it 
may be more lucrative for the owners to rent cheaper apartments elsewhere and 
charge the high rent on the apartments they own to newcomers. 
8 My principal informant finds (13a) awkward, apparently because predicates with 
both tensed sentential subjects and tensed sentential complements are disfavored 
for at least some speakers. When this factor is abstracted away from, both readings 
are available. 
9 When the infinitive is in the third person singular, which is not morphologically 
distinct from an uninflected infinitive, the linked interpretation appears to be re­
quired (the one who comes and the one who calls must be the same), which suggests 
that PRO must be used in this environment, contrary to the prediction born out 
with respect to expletives. This interpretation is doubly odd since the arbitrary inter­
pretation normally requires plurals. 

(i) Para vir arranjar a maquina e necessario chamar 0 tecnico pelo menos tres 
vezes 

for to-come to-fix the refrigerator is necessary to-call the technician at least 
three times 

I am not sure why this should be so, unless there is some principle that prefers the 
use of PRO rather than lll:Q when the options are not morphologically distinct. 
Eduardo Raposo, personal communication, finds the third person singular in Portu­
guese always a little strange as lll:Q (as opposed to an overt pronoun), suggesting 
perhaps another reason why PRO is preferred. If PRO is preferred, it will still not be 
preferred where an expletive is required, because if the PRO option is chosen, no 
sentence is possible. 
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Whatever the reason for this fact, it does not change the conclusion that the overtly 
inflected infinitives all behave as expected if their null subject is lllQ rather than 
PRO. 
10 Raposo (1989) points out that in European Portuguese there is also a preposi­
tional inflected infinitival which does not permit pro, Even though the subject of the 
prepositional inflected infinitival can get Case from a higher verb, the construction 
still doesn't license lllQ. Raposo argues that lllQ cannot be identified by Case with­
out AGR, or vice-versa. 
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A. CARLOS QUICOLI 

INFLECTION AND EMPTY CATEGORIES: 
RESPONSE TO SAFIR'S COMMENTS 

OPENING REMARKS 

The comments on my article by Professor Safir are balanced and fair, and 
contribute a great deal to our understanding of the empirical problems in­
vestigated in my article. There is, as Safir notes, a substantial number of 
areas in which he is in agreemen t with my analysis-in particular, my overall 
analysis according to which the inflected infinitive in Portuguese (the stan­
dard Brazilian and European dialects having a similar pattern) behaves es­
sentially like a finite clause with respect to null subjects. In addition, Safir 
has contributed three independent diagnostic tests of his own which pro­
vide additional empirical support to the view that the subject of inflected 
infinitives is pro and never PRO, giving additional support to the view advo­
cated in my article. 

In the areas where Safir raises objections to my analysis his commentary 
raises fair questions and legitimate empirical issues, though I disagree with 
some of his conclusions. Charles Peirce once remarked that the purpose of 
scientific investigation is to settle real problems according to evidence. In 
this spirit I would like to address Safir's objections to my analysis with the 
hope of contributing towards the settlement of the issues they raise. 

1. LEARNABILITY AND THE SUBSET PRINCIPLE 

One objection raised by Safir has to do with the role played by the Subset 
Principle. Safir questions the validity of assuming this principle to explain 
the marked character of inflected infinitives. But I think there are two sepa­
rate problems involved and Safir's objection against my proposal does not 
actually apply. 

In my analysis, the I-Parameter has four values: 

(1) a. [+ Tense, +AGR ] 
b. [-Tense, -AGR ] 

c. [+ Tense, -AGR ] 
d. [-Tense, +AGR ] 

From what we know, non-inflected infinitives can occur without inflected 
infinitives, while inflected infinitives can only occur in addition to non-in­
flected infinitives. Let us call the latter assumption the "AND-problem." 
Now, having inflected infinitives in addition to non-inflected infinitives would 
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clearly lead to a larger language and the Subset Principle would correctly 
make this addition a marked one, as I claimed. So I think it is fair to claim 
that the Subset Principle gives a correct account of the AND-problem-an 
important part of the inflected infinitive puzzle. 

The issue raised by Safir's is concerned with a different problem. Namely, 
since both inflected and non-inflected infinitives are obviously permitted by 
the language faculty, why is it that languages that have only one infinitive 
choose the non-inflected one? Let us call this the "OR-problem." 

Clearly, the two problems are distinct. In one case we are dealing with 
the marked character of a language with both non- inflected infinitives and 
inflected infinitives. In the other case we are dealing with the bias in the 

choice between non- inflected infinitives or inflected infinitives (but not 
both). 

The Subset Principle, in my view, provides a plausible explanation for the 
AND-problem, which is the problem I sought to resolve. As for the OR­
problem, I simply assumed that this required independent principles (so far 
unknown), and Safir's comments serves to highlight the need for this addi­

tional assumption. Still, the point made in my article remains valid. The 
explanation given to the AND-problem in terms of the Subset Principle can 
still be maintained, even though the OR-problem remains unexplained. 

Of course it would be nice if we could also account for the OR-problem: 
given that both inflected and non-inflected infinitives are permitted options, 
why is there no language with only inflected infinitives? The issue is often 
avoided in the literature (cf. Chomsky 1981: 52) and I did the same in my 
article, preferring to focus on the AND-problem. Safir also offers no sugges­
tion in this regard. So, at this point, one can only speculate. 

One suggestion that seems to me plausible, at this point, is that the sym­
metrical options [-Tense, -AGR] and [+ Tense, + AGR], with identical values 
for Tense and AGR, are perhaps unmarked due to a general principle of 
structural symmetry, which favors symmetrical systems over non-symmetri­

cal ones (an idea somewhat reminiscent of Sapir's concept of congruity of 

the patterning). This would give a correct solution to the OR-problem in 
the case of infinitives. But it also makes the prediction that [+ Tense, -AGR] 
languages are more marked than [+ Tense, +AGR] languages, though the 
status of this prediction is not clear. At any rate, if such a hypothesis can be 

maintained it would provide a reasonable explanation for the OR-problem. 

However, as already noted, whatever the explanation for the OR- prob­
lem may be, this problem seems independent of the AND-problem and the 
explanation given to the later in terms of the Subset Principle in my article, 
though limited, remains valid. 
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2. CASE FILTER AND PRO 

A second objection raised by Safir has to do with my claim that pro must be 
Case-marked to satisfy the requirements of the Case Filter. Safir finds the 
evidence that I gave for this weak "even if the conclusion may be right". 
Although I find Safir's discussion of this point most interesting, I think his 
objection does not apply for the reasons given below. 

In my article I argued that pro behaves like phonetic realized NP's with 
respect to the Case Filter in that pro must also occur in a Case-marked posi­
tion in S-structure. 

Consider for example the argument I gave for this based on the facts of 
the raising construction. In Portuguese (as in many other languages) a 
phonetic realized NP occurring as a subject of a non-inflected infinitive under 
a raising verb must be raised in order to receive Case (cf. Chomsky 1982): 

(2) a. Os embaixadores parecem ter chegado a urn acordo. (Q29) 
b. Os embaixadores-NOM parecem-AGR [ t ter chegado a urn acordo] 

'The ambassadors seem to have reached an agreement' 

But since Portuguese also has inflected infinitives, when an inflected infini­
tive occurs under a raising verb, a phonetically realized NP does not raise 
since it can be Case-marked by the AGR of the inflected infinitive ( the 
problem of auxiliary inversion here is not germane to the issue at hand): 

(3) a. Parece terem os embaixadores chegado a urn acordo. (Q34) 
b. ec parece [ terem-AGR os embaixadores-NOM tv chegado a urn 

acordo] 
'It seems that the ambassadors have reached an agreement' 

Now, as argued in my article, the same patterns are observed with pro sub­
jects. pro must raise when the infinitive is noninflected, but remains in the 
embedded clause when the infinitive is inflected: 

(4) a. Parecem ter chegado a urn acordo (cf. Q36) 
b. pro-Nom parecem-AGR [ t ter chegado a urn acordo ] 

'(They) seem to have reached an agreement' 

(5) a. parece terem chegado a urn acordo (cf. Q37) 
b. ec parece [ pro-Nom terem-AGR chegado a urn acordo ] 

'(It) seems that (they) have reached an agreement' 

Since the behavior of phonetically realized NP's under standard assump­
tions (Chomsky 1982) is explained by the Case Filter I proposed that the 
behavior of pro can be explained in the same way by the Case Filter. Several 
other additional paradigms were then added to support the same view. 
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Safir raises two objections to my hypothesis. One objection is that I have 
not demonstrated that the AGR of inflected infinitives assigns Case "obliga­
torily" (he alludes to the behavior of English gerunds in this connection, 
though the facts do not seem quite parallel). The second objection is that 
the distribution of pro in the paradigms that I give can be given an alterna­
tive explanation in terms of some version of the Theory of Identification 
(cf. Jaeggli and Safir 1989), without the need to assume that prQ must be 
Case-marked. 

But notice the consequence of Safir's argument. According to Safir's 
argumentation one might say that the AGR of inflected infinitives assigns 
Case optionally and pro does not have to be Case-marked. In that case, one 
might say that the S-structure corresponding to (5a) is not (5b)-as I as­
sumed-but, rather, (6): 

(6) ec parece [ pro [-Case] terem-AGR chegado a urn acordo ] 

It would be only under such analytical assumptions that one could claim 
that the presence of pro can be accounted for only by the Theory of Identi­
fication, without the need to invoke the Case Filter. 

However, it seems that (6) is an implausible analysis for (5), which serves 
to highlight the problems faced by any proposal that relied solely on the 
Theory of Identification to account for pro and did not assume that pro 
must also be Case Marked. So, rather than an argument against my pro­
posal, I believe Safir's discussion helps to demonstrate the unwarranted con­
sequences that arise if we were to assume that the Case Filter does not apply 
to pro. Here only by assuming that pro is subject to the Case Filter can we 
exclude the implausible (6) as a possible S- structure for (5).1 

Moreover, there are empirical reasons for rejecting (6). As shown in (7), 
in (Brazilian) Portuguese when the inflected infinitive occurs in ECM struc­
tures the subject must be Nominative: 

(7) a. Maria viu nos-nom sairmos ([nos]) 
b. * Maria viu nos-acc sairmos ([nos]) 

Maria saw we-nom/*us-acc leave-1 pI. 

Clearly, the AGR of inflected infinitive assigns Nominative Case 'obligato­
rily' Uust like the AGR of finite verbs), as evidenced by (7a). If inflected 
infinitives assigned Case optionally, in the situation where it failed to do so 
the subject should be able to receive Case from the ECM verb here. But, as 
we see, the corresponding sentence (7b) with an accusative subject is ill­
formed, which shows that Nominative Case assignment by the inflected in­
finitive must be obligatory. 

Fortunately, the two theories in question can be reconciled. Evidently, 
we need the Theory ofIdentification (in some version), as Safir contends, 
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in order to account for the parametric difference between null-subject vs. 
non null-subject languages-an assumption that is only implicit in my ar­
ticle and which should have been made explicit. At the same time, it seems 
clear from the facts analyzed in my article that we must also assume that pro 
must be Case-marked, as I have argued in my article. Unless we assume the 
latter, the fact that pro behaves like phonetically realized NP's in the para­
digms I discussed would be left unexplained, and undesirable analyses such 
as (6) would be permitted. I conclude then (pace Safir) that the claim 
made in my article that pro must be Case-marked remains valid. 

3. DOES PRO HAVE PHI-FEATURES? 

The third issue raised by Safir has to do with my hypothesis that PRO does 
not have lexical features, or 'phi-features' in the sense of Chomsky (1981). 
Here Safir's conclusion is that this part of my hypothesis is simply false. I 
disagree with Safir's conclusion for the reasons presented below. 

Notice that the issue as to whether or not PRO has features arises in my 
article in connection with the behavior of pro with respect to the Case Filter 
discussed in the previous section. According to standard assumptions (cf. 
Chomsky 1982) four empty categories (EC's) are permitted: anaphors (e.g. 
NP-traces), variables (e.g. wh-traces), pronominal-anaphors (e.g. PRO) and 
pronominals (e.g. pro). If we assume that pro (like overt NP's) must be 
Case-marked in order to satisfy the Case Filter, as I have argued, then it is 
necessary to differentiate pro from the other three EC's-NP-traces, wh­
traces, and PRO. 

There appears to be, in fact, a basic difference between pro and the other 
three EC's in question. Thus, controlled PRO, NP-traces and wh-traces must 
be coindexed with a fully specified overt lexical category, so that lexical fea­
tures required for agreement and anaphora can be "picked up" from their 
'antecedents' in a chain. But this is not the case with pro, which does not 
enter into similar chain formations, and hence must contain its own lexical 
features (phi-features). Based on these (and other) considerations, I hy­
pothesized that pro (like overt NP's) is "lexical" (i.e. contains inherent phi­
features for person, number and gender), while traces and PRO are 
"nonlexical" (i.e. do not contain phi-features), with the consequence that 

the Case Filter applies to pro and phonetically realized NP's, but not to 
traces or PRO. 

Traces, of course are "nonlexical" and, according to my hypothesis, should 
not be subject to the Case Filter. NP-traces do not pose problems for this 
assumption since they are generally assumed to be Caseless (cf. Chomsky 
1981). But what about wh-traces? Here Safir objects to my hypothesis on the 
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basis of a claim, first made in Chomsky (1981), according to which wh-traces 
must be Case-marked so as to exclude ill-formed English S-structures such 
as (8), which Safir cites: 

(8) *Who is it likely [ t to die] ? 

Although this argument appears to be widely accepted in the literature, it 
seems to me that there is no compelling reason to assume that wh-traces 
must be Case-marked in order to exclude such structures. Notice that the 
wh-phrase (who-a phonetically realized element, hence "lexical")-is also 
Caseless in the structure in question, so that the Case Filter will already ap­
ply to the wh-phrase and correctly exclude such structures, without any need 
to refer to its trace. This is what I assumed in my article. 

Now, given that the Case Filter normally checks lexical elements such as 
wh-phrases for Case, it seems superfluous to add a special condition requir­
ing wh-traces to have Case. In fact, a more general formulation of the filter 
can be given if traces in general are exempted from the Case Filter, as ar­
gued in my article. Thus, I see no force to Safir's objection based on such 
facts and I conclude that the hypothesis that traces are not subject to the 
Case Filter remains valid. 

Another complicated issue has to do with distinction between pro and 
PRO. My hypothesis is that pro contains inherent phi-features (i.e. is'lexi­
cal') and is, thus, subject to the Case Filter, while PRO does not contain 
inherent phi-features (i.e. is 'nonlexical') and, hence, is not subject to the 
Case Filter. 

The argument given in my article to support this claim is based on the 
crucial difference between l2IQ and PRO with respect to inflected infini­
tives. Thus, arbitrary PRO interpretation can be imposed on (9) with non­
inflected infinitive, but not on (9) with the inflected infinitive, where the 
subject can only be interpreted as the first person plural null pronoun (pro): 

(9) E correto ignorar isso 
'It is right to ignore this' 

(Q2) 

(l0) E correto ignorarmos isso (cf Q5) 
'It is right for us to ignore-1 pI. this' 

Similarly, inflected infinitives cannot occur in obligatory control structures 
containing PRO: 

(11) Nos tentamos sair/*sairmos. 
'We tried to leave/*leave-1 pl.' 

Since PRO (unlike pro) cannot occur with inflected infinitives- that is, PRO 
cannot undergo subject-verb agreement in person and number with its predi-
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cate-I concluded that PRO (unlike pro) does not have inherent phi-fea­
tures, and I then went on to reformulate the Case Filter accordingly. 

Safir strongly disagrees with my claim that PRO does not have phi-fea­
tures, though it is unclear to me how the facts of Portuguese inflected infini­
tive such as the ones above can be accounted for if one assumed otherwise. 
Instead, Safir bases his objection on two different kinds of phenomena which, 
according to him, shows that PRO must have phi-features. One kind of 
evidence presented by Safir is the existence of facts such as the following: 

(12) a. They tried [ PRO to be doctors] 
b. Non e chiaro come essere allegri 

it is not clear how to-be happy-plural 
c. Les femmes veulent [ PRO etre intelligentes ] 
d. You shouldn't try [ PRO to kill yourself] 

According to Safir, such examples show that PRO must have phi-features. 
Allegedly, PRO must have must have number features because of (12a, b), 
gender-number features because of (12c), and person features because of 
(12d). So, Safir concludes that my claim that PRO lacks phi-features must 
be false. The matter is, or should be, controversial and Safir is entirely justi­
fied in raising the issue. However, I believe Safir's conclusions in this regard 
are incorrect, and his objection to my analysis does not hold. The reasons 
for this are as follows. 

First, notice that, with the exclusion of (lIb) which appears to be rather 
exceptionaF, in all examples PRO is coindexed with its controller. So the 
features that are required for the agreement relations in (12a,c,d) can be 
read off the controller, not necessarily off PRO. There is, thus, no compel­
ling reason to assume that PRO must have inherent features based on such 
examples. Just as there is no compelling reason to suppose that traces must 
have phi-features to account for (13): 

(13) a. They seemed [ t to be doctors] 
b. Les femmes semblent [ t etre intelligentes ] 
c. You seem [ t to admire yourself] 

In the trace examples in (13) it is generally assumed that the agreement 
features are read off the antecedent of the trace, not off the trace itself. A 
similar analysis can be given to PRO in (12a,c,d), which I believe is the cor­
rect one. 

Second, as shown in (14), the Portuguese counterparts of (12a,c,d) seem 
to require, in fact, an analysis in which the relevant features must be picked 
up from the controller rather than from PRO: 
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(14) a. Eles tentaram [PRO ser/*serem medicos] 
They tried [ PRO to be/*be-3pl doctors-masc. pI. ] 

b. Estas mulheres querem [PRO ser /*serem emancipadas ] 
These women want [PRO to be/to be-3 pI. liberated-fern. pl.] 

c. Eles tentaram [PRO se lavar/*lavarem] 
'They tried [ PRO to wash/*wash-3 pI. themselves] 

In (l4a) and (14b) gender-number agreement is satisfied, and in (14c) the 
agreement in person and number between the anaphor and its antecedent 
is satisfied, just like in Safir's examples. However, if the features for person 
and number in such examples were inherent phi-features of PRO, then we 
should expect subject - verb agreement in person and number with the in­
finitive as well. But this is not the case. Subject-verb agreement (i.e. in­
flected infinitives) cannot take place in such structures. So under an analy­
sis in which PRO is assumed to have phi-features to account for gender­
number and anaphor-antecedent agreement, we would have a paradox with 
the inflected infinitive. 

Notice, on the other hand, that the facts in question can be accounted 
for if we assume that PRO has no inherent phi-features, and agreement is 
assumed to be established by "matching rules." The analysis for such facts 
would then be as follows. Predicate adjectives and lexical anaphors contain 
phi-features, and the agreement rules require that the same features be found 
in an appropriate 'antecedent.' In the examples at hand, the predicate 
adjective and the anaphor would be associated with PRO and their features 
would be correctly matched by the controller of PRO through the process 
of chain formation. 

Portuguese infinitives, on the other hand, may appear with or without 
agreement morphology (the bearer of phi-features). When agreement 
morphology is absent (non-inflected infinitives) there are no phi-features in 
the infinitive and, hence, there is no need for the subject-verb agreement 
rule to apply and 'look' for an 'antecedent' for such infinitives. This ac­
counts for the correct structures with non-inflected infinitives in (14). In­
flected infinitives, on the other hand, contain agreement morphology (and, 
hence, phi-features) and must therefore have an antecedent. However, when 
the inflected infinitive is associated with PRO, as a first step to satisfY the 
agreement rule through chain formation, the agreement morphology (AGR) 
also has the undesirable effect of marking PRO for Case (Nominative). As a 
result, the ungrammatical structures where PRO occurs with an inflected 
infinitive in (14) would all be ruled out by Binding Theory since PRO would 
be in a Binding Domain (cf. the 'PRO theorem' of Chomsky 1981). 

The second type of evidence presented by Safir to show that PRO must 
have phi-features is the phenomenon of Case Agreement in Icelandic. Thus, 
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Safir points out examples such as the following: 

(15) Maria skipaai honum aa vera goaum/goaur/*goaan 
Maria ordered him/DAT [PRO to be good/DAT/NOM/ ACC] 

(16) Maria baa hann aa vera goaan/goaur/*goaum 
Maria asked him/ ACC [PRO to be good/ ACC/NOM/DAT ] 

However, here it seems to me that the facts show the opposite of what Safir 
had intended to demonstrate. The generalization appears to be that the 
predicate adjective in Icelandic either agrees in Case with the controller of 
PRO or is Nominative (probably the unmarked Case). In neither instance is 
there evidence that PRO must have phi-features to account for Case Agree­
ment. On the contrary, when the agreement is made with the controller of 
PRO it is clear that the relevan t features are read off the con troller and not 
off PRO. This undermines Safir's argument based on the facts in (12) and, 
at the same time, reinforces my claim that PRO does not have inherent phi­
features, since they show that the features necessary for agreement are not 
contained in PRO itself but in its controller. 

4. CONCLUDING REMARKS 

To conclude, I am thankful to Professor Safir for his thought-provoking dis­
cussion of my article. I acknowledge with pleasure that there are many areas 
in which we are in agreement, though there are, of course, some important 
issues where we disagree. As for the areas in which we disagree-my hypoth­
eses concerning the explanatory role of the Subset Principle in accounting 
for the marked character of inflected infinitive languages, the Case-marking 
requirement for pro (with the consequent reformulation of the Case Fil­
ter), and that PRO does not have inherent phi- features-I have discussed 
the evidence presented by Safir and I have concluded that Safir's objections 
to these aspects of my analysis do not hold and that the claims made in my 
article remain valid. 

NOTES 

1 The point of course is of general theoretical consequence and can be put to fur­
ther empirical test. Consider a language like Chinese where lllQ is not identified by 
agreement but rather by principles of discourse (Huang 1984). My analysis would 
predict that lllQ can occur as subject of finite verbs since it would be Case-marked 
(and identified) but not as subject of (non- inflected) infinitives, since lllQ would 
not be Case-marked in this position (though it would still be identified). However, 
an analysis which assumed that lllQ is licensed only by identification and does not 
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require Case would predict that l2I2 may occur as subject of both finite verbs and 
(non-inflected) infinitives since l2I2 would be identified by the discourse principles 
in both cases. Though systematic research is necessary to settle this, it appears to be 
a good bet that l2I2 cannot occur as the subject of non-inflected infinitives in such 
languages either. 
2 Normally the adjective in such constructions appears in the unmarked form (which 
usually coincides with the masculine, singular form). Thus, the Portuguese equiva­
lent is 

(i) Nao e claro como ser honesto 
'It is not clear how to be honesto-masc. sing.' 

Other possibilities are precluded: 

(ii) *Nao e claro como ser honesta 
'It is not clear how to be honest-fern. sing.' 

(iii) *Nao e claro como ser honestos/honestas 
'It is not clear how to be honest-masc.pi/fem.pl.' 

So such examples appear to involve the unmarked gender-number form of the ad­
jective, rather than agreement with PRO. 

REFERENCES 

Chomsky, N. (1981) Lectures on Government and Binding, Foris, Dordrecht. 
Chomsky, N. (1982) Some Concepts and Consequences of the Theary of Government and 

Binding, MIT Press, Cambridge, Mass. 
Huang,]. (1984) "On the Distribution and Reference of Empty Pronouns," Linguis­

tic Inquiry 15, 531-74. 
Jaeggli, O. and K. Safir, eds., (1989) The Null Subject Parameter, Kluwer, Dordrecht. 



ESTHER TORREGO 

EXPERIENCERS AND RAISING VERBS* 

INTRODUCTION 

In this article I address a number of questions concerning the syntax and 
semantics of 'seem'-class of verbs. These are all questions raised by the syn­
tactic behavior of these verbs in the Romance languages. 

English and Spanish differ in that (a) the inflectional system of these 
verbs exhibits important restrictions when the experiencer is unrealized; 
(b) the experiencer needs to be "doubled" by a dative clitic; (c) the 
experiencer prevents subject-to-subject raising. A large part of this article is 
devoted to accounting for these syntactic effects. The first domain of differ­
ences is tied to the restructuring phenomenon of Romance 'pro'-drop. The 
second is traced back to the particulars of Case licensing of 'to'-phrases in 
clitic-doubling Romance; the blocking affects of dative clitics in raising struc­
tures is considered to be a consequence of the expletive nature of dative 
clitics in these structures. 

1. 'SEEM' VS 'SEEM' + 'TO'-PHRASE 

It is commonly assumed that seem takes a clausal complement and an op­
tional'to'-phrase. In general, we do not expect to find that the absence of 
an optional argument has effects for Tense, Auxiliaries, and other proper­
ties of the inflectional system of the verb. This, however, is what we find with 
raising verbs in Spanish. The evidence appears to support the view that the 
'to'-experiencer is not a true argument of raising verbs, and that raising 
verbs are restructuring verbs in the sense that they establish their syntactic 
and semantic properties at LF by combining their inflectional system with 
that of the embedded verb. 

1.1 Asymmetries in the Inflectional System of parecer. 

As seem in English, parecer in Spanish can occur with a clause and an 
experiencer: 

(1) Les parecio que Maria estaba cansada. 
To them-seemed that Mary was tired 
It seemed to them that Mary was tired 

Also as in English, parecer (also resultar'turn out') appears in the two typical 
configurations of (2): 1 
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(2) a. Este taxista parece [ t estar cansado]. 
This taxi driver seems to be tired 

b. Parece que [ este taxista esta cansado]. 
It seems that this taxi driver is tired 

In Spanish, the absence of the experiencer with parecer has consequences 
for the inflectional structure of the clause. These restrictions show up with 
Tense, Aspect, Mood, and auxiliary modification. Let us see which ones 
they are. 

While both the present and the imperfect are allowed irrespective of the 
experiencer, parecercannot be in the preterit unless there is an experiencer: 

(3) a. Parece/parecia (IMP) que Juan estaba malo. 
It seems/seemed thatJuan was sick 

b. * Parecio que (PRET) Juan estaba malo. 
It seemed that Juan was sick 

c. Nos parecio (PRET) que Juan estaba malo. 
It to us-seemed that Juan was sick 

The verb resultardoes not behave in this way:2 

(4) Resulto (PRET) que Juan estaba malo. 
It turned out that Juan was sick 

Similarly, parecercan be in the progressive when there is an experiencer, but 
not otherwise: 

(5) a. *Esta pareciendo que Juan coeina muy bien. 
It is seeming that Juan cooks very well 

b. *Juan esta pareeiendo cocinar muy bien. 
Juan is seeming to cook very well 

c. Me esta pareeiendo que Juan coeina muy bien. 
It is seeming to me that Juan cooks very well 

In addition, parecer, contrary to parecer+ experiencer and resultar, allows the 
subjunctive in the subordinate clause:3 

(6) a. Parece que lloviera (SUBJ). 
It seems that rained 

b. *Me parece que lloviera (SUBJ). 
It seems to me that it rained 

c. * Resulta que lloviera. 
It turned out that rained 

It is characteristic of operator-like verbs to be subjunctive "triggers". In this 
respect, pareceracts like epistemic modals such as potier. puede que llueva (SUBJ) 
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'it may rain').4 Furthermore, Spanish perfective auxiliary haber ('to have') 
is disallowed in these clauses: 

(7) a. *Ha parecido que Juan los habia encontrado. 
It has seemed that Juan had found them 

b. *Juan ha parecido haberlos encontrado. 
Juan has seemed to have found them 

Neither parecer+experiencer nor resultarexhibit such a restriction: 

(8) a. Me ha parecido que Juan los habia encontrado. 
It has seemed to me that Juan had found them 

b. Ha resultado que Juan los habia encontrado ya. 
It has turned out thatJuan had found them already 

In sum, parecer behaves as a defective verb when the experiencer is unex­
pressed. The verb pareceris, to my knowledge, the only non-canonical modal 
that prevents perfective haberin Spanish. 

The modal-like behavior of Spanish parecer can also be observed when 
associated with standard modals. In sequences of more than one modal, 
the second modal verb cannot be interpreted as epistemic (Picallo (1990». 
Parecerimposes the same restriction on its acljacent modal: 

(9) a. Rosario debe poder hablar quechua. 
'Rosario must be able to speak Quechua' 

b. Rosario parece poder hablar que chua. 
'Rosario seems to be able to speak Quechua' 

In neither (9a) nor (9b) poder can have an epistemic reading. Thus (9a) 
cannot mean: it must be the case that it is possible that Rosario speaks 
Quechua, and (9b) cannot mean '1 seems to be the case that it is possible 
that Rosario speaks Quechua. '5 Similarly, parecer causes the same effect on 
deber than poder does:6 

(10) a. * Rosario puede deber hablar que chua. 
Rosario may must speak Quechua 

b. *Rosario parece deber hablar quechua. 
Rosario seems must speak Quechua 

The special properties of raising verbs have not passed unnoticed. Rothstein 
(1983) takes the position that raising verbs are not theta-role assigners, but 
copula-like verbs with different assertive force. For Rothstein, these verbs 
are inflectional operators taking sentential scope. In a similar vein, it is 
argued by Napoli (1989) that the seem-class of verbs are not predicates them­
selves, but parts of predicates. These ideas are appealing because a stan-
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dard CP /IP-clause analysis fails to predict that raising verbs may exhibit in­
flectional restrictions of the sort pointed out in this section for Spanish. 
Similarly, it is mysterious that the subject of the lower clause crosses over the 
experiencer in English. This instance of movement should be in violation 
of Minimality. These issues can be reduced to the question of what kind of 
predicates raising verbs are. Some sort of reanalysis must be invoked in 
these structures. 

In English, word order considerations suggest that the 'to'-phrase is lower 
than V, as verbs in English do not appear to raise overtly. Given this, the 
experiencer must either be in some inflectional category mediating between 
seem and the lower clause or adjoined to the lower clause:7 

(11) a. V' 

A 
b. v' 
A 

V XP V IP/CP 

seem A /\ 
'to'-phrase x' 

A 
'to'-phrase IP/CP 

X IP/CP 

The tacit assumption underlying the configurations in (11) is that the 
experiencer is not a true argument of seem.s Rather, the experiencer is a 
participant of the entire predicate seem+V, as proposed by Napoli (1989).9 

In spite of the Tense restrictions pointed out with respect to Spanish parecer, 
raising verbs in Romance appear to have a less transparent structure than 
restructuring verbs proper. Clitics cannot climb with either Italian parereor 
Spanish parecer. lO 

(12) a. *?Angela 10 pareva aver riaccompagnato a casa. 
b. Angela pareva averlo riaccompagnato a casa. 

Angela seemed to have taken him home 

(13) ???Lo pare cia haber acorn pan ado a casa. 
S/he seems to have taken him home 

Although the close Italian analogue semln'are, does allow clitic climbing (cf. 
Giovanni {o semln'ava vedere 'Gianni it-seemed seen') there are enough indi­
cations that raising verbs may involve more structure than just a CP /IP.II Be 
this as it may, we must assume that the absence of an experiencer in Spanish 
induces restructuring obligatorily. Otherwise, there would be no reason for 
the inflectional restrictions shown to hold of parecerin this section. 12 
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1.2. Parecer is a Raising Verb 

Spanish parecermust be assumed to be a raising verb because it responds to 
standard diagnoses for raising. Consider idioms. The acceptability of (14) 
is a standard test for DP-trace: (coma la sangre por las calles (Lit. blood ran 
through the streets 'there was a lot of violence') . 

(14) La sangre parecia correr por las calles. 
Blood seemed to run through the streets 
'There seemed to be violence' 

The impossibility of embedding "parecer XP" under causatives also suggests 
that raising has taken place (Kayne (1974»): 

(15) *Su expresion hacia parecer sufrir aJuan. 
His expression made seem Juan to suffer 

Similarly, the scope ambiguities involving quantificational subjects are also 
a sign of raising (May (1977»: 

(16) Poca gente parece [t leer mucho]. 
Few people seem to read a lot 

As in English, the subject in Spanish (16) may have narrower scope or wider 
scope than parecer. 

Note finally that when pareceris followed by a predicate NP or by an at­
tributive adjective associated with ser, the results are different. Here the 
structure can be embedded under hacer. 13 

(17) Las canas hac en parecer viejo. 
Grey hair makes (people) seem old 

Also, as in English, a quantificational subject must have scope over parecer. 

(18) Poca gente parece feliz. 
Few people seem happy 

I will return to both (17) and (18) in section 3. 
We are now in a position to discuss the realization of the experiencer and 

its syntactic effects in the Romance languages that have the clitic-doubling 
phenomenon. 

2. THE REALIZATION OF THE EXPERIENCER 

In this section I consider the surface realization of the experiencer of rais­
ing verbs in detail. I shall focus on one specific fact: in the Romance lan­
guages that can double 'to'-phrases with dative clitics (namely, Spanish, 
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Catalan, Galician and Romanian) 14 the experiencer of raising verbs requires 
a dative clitic obligatorily: 

(19) a. * Parecio a mis amig-os que Maria estaba cansada. 
It seemed to my friends that Mary was tired 

b. * A mis amigos parecio que Maria estaba cansada. 
To my friends it seemed that Mary was tired 

c. * Parecio que Maria estaba cansada a mis amigos. 
It seemed that Mary was tired to my friends 

d. Les parecio (a mis amigos) que Maria estaba cansada. 
To them- seemed (to my friends) that Maria was tired 

As illustrated in (19d), the lexical experiencer can be omitted; only the da­
tive clitic is required. I assume that the dative clitic signals a null experiencer 
realized as 'pro'. 

French and standard Italian do not behave in this manner. The follow­
ing French example is from Rouveret and Vergnaud (1980) -their (174a): 15 

(20) Paul semble a Marie avoir resolu toutes les difficultes. 
Paul seems to Marie to have solved all the difficulties 

The Italian example (21) is from Ri;zzi (1982): 

(21) A Piero, Gianni non sembra fare il suo devere. 
To Piero, Gianni not seems do his duty 
Gianni seems to Piero to not do his duty 

The clitic strategy appears to be the preferred strategy in these languages 
too. This is problaby due to the fact that clitics favor restructuring perhaps 
because their trace can delete. Recall that I am assuming that raising verbs 
must undergo restructuring. 

The next fact to be noticed is that in the Romance languages in which 
the dative clitic doubles the experiencer, subject-to-subject raising is impos­
sible. To facilitate the presentation, I limit exemplification of this point to 
Spanish. 

Consider the examples in (22) and (23):16 

(22) a. * Este taxista me parece [ t estar cansado]. 
This taxi driver seems to me to be tired 

b. Este taxista parece [t estar cansado] . 
c. Me parece que este taxista esta cansado. 

It seems to me that this taxi driver is tired 

(23) a. *Juan me resulto [ t estar sin un duro]. 
Juan me-turned out to be penniless 
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b. Juan resulto [ t estar sin un duro]. 
Juan turned out to be penniless 

c. Resulto que Juan estaba sin un duro. 
It turned out that Juan was penniless 

Whereas (22b) and (23b) are grammatical, their corresponding counter­
parts with an experiencer elitic (22a) and (22a) are impossibleP 

As shown, French and Italian behave like English. The experiencer in 
these languages does not interfere with raising to subject. It does not mat­
ter that the experiencer be realized as a elitic. Still, the elitic does not bar 
raising to subject:18 

(24) a. Molti studenti gli risultavano aver gia terminato l'esame. 
'Many students appeared to him to have already finished the exam' 

b. Gianni non gli sembra fare il suo devere. 
'Gianni doesn't to him-seem to do his duty' 

The same can be seen in French: 

(25) Pierre me semble/parait etre malade. 
'Peter to me-seems to be sick' 

The following two descriptive generalizations hold, then, for elitic-dou­
bling Romance: 

(26) (i) The experiencer of raising verbs requires a dative elitic. 
(ii) The experiencer of raising verbs blocks subject-to-subject raising. 

In the analysis I will propose (ii) is an effect of (i). 

2.1. Subject Raising and the Experiencer: Spanish vs English 

In this section I will attempt to account for the following three facts: (i) the 
experiencer in Spanish and the other elitic-doubling Romance languages 
requires a dative elitic; (ii) the experiencer bars subject-ta-subject raising; 
(iii) the experiencer does not bar raising in English. 

On standard assumptions, raising verbs do not have argumental subjects. 
The derived structure of a raising to subject sentence has the underlying 
structure (27): 

(27) [e] seem to me [the man to be tired] 

The subject of the infinitival elause must move to the matrix subject posi­
tion [e] to acquire Case crossing the experiencer. Because the experiencer 
qualifies as a "eloser" antecedent for the trace of the subject, this occur­
rence of movement should be disallowed by the grammar. Obviously, it is 
allowed. Therefore, some strategy must be making it possible. 
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Let us consider the configurations in (11) again. Much of the motivation 
for these structures is the idea that the experiencer is not a true argument 
of seem. The two possibilities I have offered are (a) that the experiencer be 
the Specifier of an inflectional category mediating between seem and the 
lower clause, or (b) that it be adjoined to the clause. I want to put forward 
the proposal that the experiencer of raising verbs is adjoined to the clause, 
and that the dative clitic that shows up in clitic-doubling Romance, heads an 
inflectional projection separating V from IP; roughly, as in (28): 

(28) V' 

A 
V XP 

seem A 
x' 

A 
Ie CP/IP 

~ 
experiencer CP lIP 

The experiencer and V are within two different projections. In clitic-dou­
bling Romance, the dative clitic must be inserted as a Case-bearing head to 
accomplish Case-checking of the experiencer. 

One characteristic property of 'to'-phrases (datives) in Romance is that 
they eo-oeeur with a dative clitie. The dative clitie is optional in some cases 
and obligatory in others. With raising verb, there is no choice: the dative 
clitic has to be part of the structure. The reason for this 'is simply that 
'raising' verbs do not have dative Case to license the Case of the experiencer. 
On the assumption that the experiencer is not licensed as an argument of 
the verb, this is entirely plausible. The dative clitic is required to license the 
Case of the experiencer. I claim that dative clitics have V-features and are 
the Case-checkers of 'to'-phrases in clitic-doubling Romance. I assume that 
the Case-licensing of dative Case takes place at LF. The dative clitic will 
head the matrix INFL. The experiencer will raise to "subject" position at LF 
and will satisfy Case-requirements in association to the clitic in a Spec-Head 
agreement relation. 19 

It is clear that the structure in (28) can create problems for movement of 
the infinitival subject to the matrix clause. There is, however, one funda­
mental aspect of the sketched proposal that will rule out subject-to-subject 
raising independently of any other consideration. Namely, the expletive 
nature of the dative clitie. 



EXPERIENCERS AND RAISING VERBS 109 

It is not new that some elitics in Romance have specific requirements to 
meet. For example, reflexive elitics have to be linked to arguments. I am 
now proposing that there are also elitics which must meet the opposite re­
quirement; namely, to be linked to expletive pronouns. 

Thus, the key to accounting for the blocking effects of the dative elitic for 
raising to subject in Spanish lies in the non-argumental character of the 
dative elitic. The expletive dative elitic will move to INFL, as elitics generally 
do in Romance. However, an expletive elitic will have to satisfy the require­
ment of being 'expletive'. The requirement in question will be its associa­
tion to an expletive position prior to LF: the subject position of the raising 
verb 'seem'. Given that the matrix subject position is the position where the 
subject of the infinitival elause needs to move to acquire Case, only in con­
texts in which raising to subject does not occur raising verbs in elitic-dou­
bling Romance can appear with 'to'-phrases. 

By blaming the dative elitic for the blocking effects of subject-to-subject 
raising in elitic doubling Romance, we have left open the possibility that 
raising to subject proceeds over an experiencer in grammars in which the 
dative elitic is not required.20 I want to suggest that NP-Movement over the 
experiencer is possible because the experiencer is in an adjoined position. 
The basic idea underlying this stipulation is that XPs in adjoined positions 
do not count as potential antecedents for an NP-trace. Although the exact 
formulation of this idea will depend on the specific theoretical framework 
of our assumptions, the intuition is elear enough. 

One last comment regarding raising verbs. The INFL-incorporation analy­
sis I have suggested for these verbs rules out the possibility that the CP­
elause appears preposed: 

(29) *That Mary is tired seems/appears 

Although, in principle, the entire elause might move back to its original 
position at LF, presumably, economy considerations bar this instance ofLF­
Movement. Preposing the elause will prevent INFL from moving and ad­
joining to the matrix INFL; hence, (29) is impossible. 

To sum up, we have seen that Spanish is not exceptional in disallowing 
subject-to-subject raising. All other Romance languages in which arguments 
are doubled by object elitics behave in this manner. I have argued that the 
impossibility of subject-raising is to be traced back to the obligatoriness of 
the dative elitic. The dative elitic is non-argumental and must be bound to 
an expletive. Since elitics raise to INFL, the elitic is bound to a (null) exple­
tive in the matrix subject position. 
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3. SMALL CLAUSES 

At a surface level of analysis, raising verbs also take AP and NP comple­
ments. If such complements are clausal, an experiencer clitic in Spanish 
ought to bar subject-to-subject raising. Although this prediction is borne 
out, certain distinctions must be made. 

To begin, there are two major cases to be distinguished. Adjectives in 
Spanish can be associated with the verb seror estar, both of which translate in 
English as 'be'. Adjectives associated with serare individual level predicates, 
and those associated with estar are stage level predicates. The experiencer 
causes no problem for adjectives associated with SeT. 

(30) Ese chico me parece inteligente. 
That boy to me-seems intelligent 
(Cf. Ese chico es/*esta inteligente) 
'That boy is intelligent' 

By contrast, the experiencer causes ungrammaticality for adjectives associ­
ated with estar. 

(31) a. Maria parece descalza. 
Mary seems/looks barefoot 

b. *Maria me parece descalza. 
Mary to me-seems/look barefoot 
(Cf. Maria esta/*es descalza) 

Predicate NPs are also allowed with parecer, as in British English: John seems 
a fool' (Williams (1983». The experiencer clitic causes no problems here 
either:21 

(32) Clarin me parece un buen escritor. 
Clarin to me-seems a good writer 

According to the characterization of predicates proposed by Kratzer 
(1988), stage level but not individual level predicates involve a hidden 

davidsonian argument (i.e., an event argument). Assuming Kratzer's analy­
sis, the data above suggest the following descriptive generalization: 

(33) The possibility of predicate APs and NPs to appear with 
parecer+experiencer is restricted to semantic contexts in which the 
complement predicate has no eventiveargument. 

Thus, predications involving seryield well-formed sentences, while those in­
volving estaryield ill-formed ones. 

To draw the appropriate distinctions, I will argue that there is a small 
clause in cases like (31), which involves a stage predicate. I will claim though 
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that in the context of (30), which involves an individual level predicate, 
there is no small clause. Instead, I will argue that the verb 'seem' and the 
AD] form a complex predicate in this case. 

In the small clause analysis, the ungrammaticality of (31b) follows di­
rectly from previous assumptions. As argued earlier, the contradictory re­
quirements imposed, on the one hand, by the dative clitic, and, on the other, 
by the subject of the complement clause, cannot be satisfied by the gram­
mar. Hence, (31b) is ill-formed. 

To capture the grammaticality contrast between (31b) and (30), I will 
assume that adjectives associated with sercan assign their thematic role com­
positionally (together with V), but that those associated with estar cannot. 

My intuition is that the motivation behind this difference should follow 
from a difference in the argument structure of these two classes of adjec­
tives. In particular, from the idea that stage level adjectives, but no indi­
vidual level adjectives, have an event argument. Raising Vs are non-eventive. 
If there is no eventive argument in the lexical entry of 'seem', but there is 
one in the adjective, it is plausible that this causes complex predicate forma­
tion to fail. Under this assumption, the adjective will have to be an indepen­
dent predicate. This being the case, the predicate will have to be part of an 
independent clause.22 

I will implement the idea that individual level predicates can assign a 
thematic argument in combination with parecer by using Higginbotham's 
(1985)/(1987) method of theta-identification. In Higginbotham's system, 
one of the modes of theta discharging is theta-identification. For a struc­
ture like (33): 

(34) [seem, <1>] [intelligent <1>]] 

'" / 
the thematic positions in V and A are identified as shown, given rise to a 
single thematic grid for the predicate 'seem intelligent'. The resulting com­
plex V will then discharge its <1> argument to the subject. We may now say 
that theta- identification fails when the thematic grid of the Verb lacks an 
e(vent)-position to identify the e-position of the other predicate. 

Once a small clause analysis is ruled out for (30) the well-formedness of 
these Spanish sentences will be on a par with that of predicates taking a 
subject and a dative complement. Both the subject and the experiencer will 
be complements ofthe complex predicate. However, the underlying struc­
ture of (31b) is quite different. In this case, there will be a small clause 
embedded under 'seem'. Raising to subject will yield a structure identical 
in all relevant respects to the one we have ruled out for subject-raising from 
within complement IPs. 
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Let us test this approach in a few more cases. Consider the situation with 
adjectives such as aburrido, which is ambiguous between English 'boring' 
and 'bored'. In its active meaning, aburrido ('boring') is associated with ser 

(="Angel es aburrido"), and in its stative meaning, aburrido combines with 
estar (="Angel esta burrido"). Whereas the stative interpretation is impos­
sible when parecertakes an experiencer, no problem arises with the causative 
interpretation: 

(35) Angel me parece aburrido. 
Angel to me-seems boring/*Angel to me-seems bored 
'Angel seems boring to me' 
The same results are obtained in cases of the following sort: 

(36) a. Es/*esta cansado hablar con tanta gente. 
it is tiresome to talk to so many people 
(Cf. *esta cansado ... ) 

b. Me parece cansado hablar con tanta gente. 
it to me-seems tiresome to talk to so many people 

As shown by (36a), 'tiresome' takes sernot estar. As predicted, the corre­
sponding clause involving parecer+ADJ yields a well-formed sentence with 
the experiencer. 

Let us look at one more class of cases. In Spanish, adjectives taking themes 
as complements require estar. 

(37) a. Maria es orgullosa (*de su hija). 
b. Maria esta orgullosa (de su hija). 

'Mary is proud of her daughter' 

As before, the experiencer causes ungrammaticality only when the adjective 
must combine with estar. Observe the following contrasts: 

(38) a. Maria me parece orgullosa (*de su hija). 
Mary me-seems proud (of her daughter) 

c. Maria parece orgullosa (de su hija). 
Mary seems proud (of her daughter) 

In sum, the clitic realization of the experiencer with parecerprevents subject­
to-subject raising in small clauses too. 

4. EXPERIENCER SUBJECT CONTROL 

I want to turn now to a yet another context in which parecerand an experiencer 
can be found. Consider (38): 
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(39) Le parece haber resuelto todas las dificultades. 
it to her-seems to have solved all the difficulties 
'It seems to her that she has solved all the difficulties' 
('her' and 'she' are correferential) 
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The example in (39) is well-formed. Under previous assumptions, (39) can­
not be an instance ofraising to subject. 

There has been much discussion in the literature about the syntax of the 
French analogue to Spanish (39). Rouveret and Vergnaud (1980) put for­
ward the hypothesis that this is an instance of subject-to-subject raising of 
the experiencer. They note that, in French, the experiencer argument of 
the verb 'seem' can be realized as a lexical NP (now DP) or as a elitic when 
raising to subject applies or when an expletive subject pronoun fills the sub­
jectposition: (their (173)/(174)): 

(40) a. II semble a Marie que Paul a resolu toutes les difficultes. 
b. II lui semble que Paul a resolu toutes les difficultes. 

(41) a. Paul semble a Marie avoir resolu toutes les difficultes. 
b. Paul lui semble avoir resolu toutes les difficultes. 

Yet, according to Rouveret and Vergnaud, when there is an expletive filling 
the matrix subject position and an infinitival elause, the experiencer must 
be realized as a elitic. A lexically realized DP is disallowed in this case: (their 
(171) and (175)): 

(42) a. II lui semble avoir resolu toutes les difficultes. 
'It seems to him that he has solved all the difficulties' 

b. *II semble a Pierre avoir resolu toutes les difficultes. 
'It seems to Pierre to have solved all the difficulties' 

Rouveret and Vergnaud reason that the elitic realization of the experiencer 
in (42) favors a subject-to-subject raising analysis ofthe experiencer elitic, as 
there would be no other reason why the experiencer in (42a), unlike in 
(40a) , must be a elitic. 

Kayne (1980) 1 (1984), on the other hand, argues that (39) must be ana­
lyzed as an instance of subject control. Some of Kayne's arguments in de­
fense of the control analysis relate to the possibility of having a 
complementizer preceding the infinitival elause in the Italian equivalent of 
(39). This complementizer, which introduces standard instances ofsubject 
control, also surfaces here, as shown by the Italian example below: 

(43) Mi sembralpare di aver capito (Kayne's (1984),chap. 5, (30)). 

In what follows, I would like to provide some plausibility arguments in 
favor of a control approach to (39) on the basis of Spanish. The existence 
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of contrasts like (44a)/ (44b) favors the control over the raising analysis of 
(39): 

(44) a. Le parece [ PRO haber intentado [ PRO comunicarse con ellos 
m uchas veces] ] . 

It seems to her (=1 think/ believe) to have tried to communicate 
with them many times 

b. *Ella Ie parece [t haber in ten tado [PRO comunicarse con ellos]. 
I seems to her to have tried to communicate with them many times 

c. (*A ella) Ie parece haber intentado comunicarse con ellos. 
(to her) to her-seems to have tried to communicate with them 

The data in (44) strongly suggest that parecer+experiencer is functioning 
like a single verb with an epistemic meaning similar to creer (think/believe). 
Notice that (44a) is well-formed, but not (44b). The difference between the 
two lies in that in (441:.) there is a nominative subject pronoun. Notice that 
the dative clitic in this case cannot be doubled by a pronoun (nor can it be 
doubled by a lexical DP either), as shown by (44c). 

The desired result will follow if the experiencer has incorporated into 
the verb. The fact that the experiencer must be realized as a clitic in French, 
Italian and Spanish favors this approach. Incorporation is an instance of 
Head-Movement (Baker's (1987». It is natural to assume that the clitic, 
rather than a lexical DP, must appear in this context because the clitic favors 
incorporation. 

The semantic contribution of the experiencer argument to 'seem' can 
clearly be observed in Spanish adverbials.23 Thus, ami parecer (Lit. 'to my 
seeming') means "in my opinion". By contrast, their close analogues with 
no experiencer: at parecer/ a to que parece or segun parece, mean 'apparently'. 24 

Finally, it is important to note that there are semantic restrictions to be 
met by the clausal complement of epistemic "cl+parecer'. Namely, for struc­
tures like (43) to be well-formed, the semantics of the lower infinitival clause 
has to be that of a state. Where this is accomplished directly by the verb, as 
in (44), no further requirement is necessary. Otherwise, the clause requires 
aspectual manipulation to achieve this goal. Consider (45) and (46): 

(45) a. *Me parece romper la ventana. 
to me-seems to break the window 

b. ?Me parece estar rompiendo la ventana. 
to me-seems to be breaking the window 

c. Me parece estar rompiendo la ventana sin querer. 
to me-seems to be breaking the window inadvertently 
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(46) a. ??Me parece arrestar alladron. 

to me-seems to arrest the thief 
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b. Les parece haber arrestado alladron mas sinverguenza del mundo. 

to them-seems to have arrested the most shameless thief in the world 

Let us examine (45) more closely. Thematically, romper ('break') takes an 

agent and a theme. Yet, although 'break' is the verb involved in the three 

examples of (45), (a) is strongly out, while (b) and (c) are fine. 

Similar observations are valid for (46), which involves the verb arrestar 

('arrest'). Thus, lexical elements with aspectual import such as auxiliaries 

and adverbs transform the event structure of the lower clause into a state. 

This is evidence that the matrix verb, as a lexical matter, requires that the 

infinitival clause is stative. These semantic restrictions point towards the 

correctness of the control approach. 

NOTES 

*This article is a revised version of a paper written in 1989. Since then, I have intro­
duced some changes in the analysis of dative clitics. I thank R. Kayne for his com­
ments on the oral presentation of this material in the Second Princeton Workshop 
on Comparative Grammar, and for his written comments on the previous version of 
this paper. I also thank an anonimous reviewer for comments on the previous ver­
sion. Some portions of this material were presented at a Workshop on Syntax in 
Toledo (Spain) in the Spring of 1989, and at the 1990 International Summer Insti­
tute of Girona. I am grateful to N. Chomsky for comments and discussion over the 
ideas presented here, and also to S. Epstein, J. Grimshaw, I. Laka, E. McNulty, C. 
Otero, P. Pica, C. Piera, J. Uriagereka, K. Wexler, and K. Zagona. Thanks to those 
attending the class of Fall 1989 in the Instituto U niversitario "Ortega y Gasset" in the 
University of Madrid for their questions and suggestions. 
I Although I gloss pareceras 'seem' and resultaras 'turn out', I should caution the 
reader that the English translations may not always be the exact equivalent of the 
Spanish sentences. Sometimes one and the same sentence has different interpreta­
tions when uttered in different situations. No doubt, the difficulty of translation is 
due to the aspectual modal-like semantic nature of raising predicates (Cf. Bresnan 
(1972) ). 
2 The use of the progressive with resultar is semantically restricted. It requires that 
the sentence can be interpreted as a qualified assertion concerning an individual or 
a situation: 

(i) a. Juan esta resultando ser (*un exceJente) cocinero. 
Juan is turning out to be an excellent cook 

b. *Esta resultando que Juan es un excelente cocinero. 
It is turning out that Juan is an excellent cook 
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(ii) Esta resultando llover (*cada dia mas). 
It is turning out to rain (more and more every day) 

(iii) Las termitas estan resultando destruir la casa (*antes de 10 que pensabamos). 
The termites are turning out to destroy the house (in much less time than we 

thought) 

3 The form of the subjunctive licensed by parecer in this case is interpreted as the 
present progressive: "parece que lloviera= que estuviera lloviendo" ('it seems as if it 
would be raining'). This is presumably due to the "as if", non overt in Spanish. 
4 The subjunctive is also allowed when the experiencer argument of parecer is real­
ized (I. Bosque, p.c.): 

(i) No me parece que haga frio. 
It does not seem to me that it is (SUB]) cold 

(ii) Te parece que vayamos al cine? 
Do you want that we go (SUB]) to the movies? 

However, in this case, the negation or the question operator are the subjunctive 
"triggers", and not parecer, as shown by the impossiblity of (iii): 

(iii) Me parece que hace/*haga frio. 
It seems to me that it is cold 

On the interaction between negation and the subjunctive, see Laka (1990). 
5 Since parecer h a raising verb (see the arguments in section 1.2), the lack of an 
epistemic reading in the second modal cannot be related to epistemic modals not 
being raising verbs, as hinted by Picallo (1990). It is possible that the epistemic 
interpretation ofmodals requires that the modal has scope over the entire sentence 
at LF. This would restrict the epistemic reading to just one modal. The fact that the 
epistemic interpretation is confined to the first occurrence of the verb in sequences 
of more than one modal (also brought about by Picallo (1990» may follow from 
Chomsky's (1989) Principle of Economy. Given that, in principle, any of the modals 
involved could be first, for a modal in a second position to gain maximum scope in 
the sentence at LF, the second modal would have to move over the first. Such in­
stance of movement will then be precluded by Economy. In Picallo's (1990) pro­
posal, epistemic modals are base-generated in INFL and select VP rather than IP. A 
problem for this analysis is that parecer, which selects an IP, also blocks the epistemic 
interpretation. My hypothesis that epistemics must have scope over the entire sen­
tence captures Picallo's insight without having to recur to INFL. See Burzio (1986) 
also. 
6 The fact that debermust be first might suggest that this verb occupies some higher 
position, or that is selected by some higher head. 
7 I label parecer as a V in (11), but this is more a notational issue than a conceptual 
one. I assume that when parecer is not the complement of a null verb, parecer is 
Modal. 
8 Both]ackendoff (1983)/(1990) and Emonds (1985) argue that some datives are 
not arguments of the verb. 
9 This claim amounts to suggesting that the experiencer mut c-command every­
thing else in the structure at LF. An indication that this may be so is provided by the 
position where the experiencer surface in Italian with some raising verbs. See foot­
note 11. 
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10 Example (a) is from Burzio (1986) (footnote 42 of chapter 5); (b) is from Rizzi 
(1978), his (9). 
II It is worth noticing that in Italian a lexical experiencer with the verb sembrare must 
be clause initial or else the result is quite marginal (Rizzi (1982»: 

(i) *?Gianni sembra a Piero non fare il suo devere. 
Gianni seems to Piero to not do his duty this does not 

This is probably due to the fact that sembrare and the lower V must join their INFLs 
before LF. 
12 The prohibition of auxiliary haberwith Spanish pareeerpoints toward restrictions 
having to do with Tense. There is a lot more to say about haber and pareeer, though, 
and about haberand modals in general. For one thing, perfective habercan combine 
with an overt modal: 

(i) Ha podido parecer que no nos interesaba la oferta. 
'It may have seemed that we were not interested in the offer' 

Also, habercan occur with pareeerwhen haberis preceded by an overt modal: 

(ii) Podria haber parecido que no queriamos decirlo. 
'It could have seemed that we did not want to say it' 

13 Spanish pareeer is homophonous with both 'appear' and 'look', as witnessed by 
semi-idiomatic expressions such as ser bien pareeido (Lit. to be good seemed)ing'. 
Since 'look' in English does not take clauses, (see Chomsky (1981) for discussion), 
one may argue that there is no small clause when pareeer is followed by a predicate 
adjective or by a predicate NP. If there is no small clause, there will be no subject­
raising either. I think this analysis may well be valid for some cases, but not for all. 
The meaning of 'look' involves perceptions based on signs somewhat more physical 
than those entailed in 'seem' and 'appear'. See section 3 for discussion on small 
clauses. 
14 I have confirmed this with E. Bonet for Catalan; with]. Uriagereka for Galician; 
with C. Dobrovie-Sorin for Romanian; and with E. Raposo for Portuguese. A pre­
cautionary note for Portuguese is necessary. Portuguese and Spanish differ in re­
gard to the position where clitics attach, and also in regard to restrictions on the 
clitic-doubling phenomena in general. How exactly Portuguese experiencer clitics 
interact with the syntax of raising to subject is left for further investigation. 
15 There is a preference in French for the clitic realization of the experiencer (P. 
Pica, p.c.). I believe this is due to the fact that clitics favor complex predicate forma­
tion, perhaps because their trace can delete. The realization of the experiencer also 
matters in French for a different, although related, class of cases, as observed by 
Rouveret and Vergnaud (1980); see Ruwet (1976). I return to discuss these cases at 
the end. 
16 For French, see Kayne (1984), chapter 5, footnote 7, who, in turn, cites Ruwet 
(1976), footnote 6. 
17 The experiencer yields ungrammaticality regardless whether the subject is preverbal 
or postverbal. Thus, the counterpart of (25a) with the subject postverbally is ill­
formed: 

(i) *me parece [ t estar cansado] este taxista. 
to me-seems to be tired this taxi driver 
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18 The verb resultar cannot appear with an experiencer when the lower clause is 
finite: 

(i) (*Me) resulto que ... 
to me-turned out that... 

The experiencer can appear when this verb is associated with APs: 

(ii) Me resulta desagradable\dificil dormir poco. 
to me-turns out unpleasant\difficult to sleep lide 

It is possible that resultardoes not take an experiencer and that examples like (ii) are 
the result of some form of complex predicate formation, with the experiencer being 
an argument of the lower predicate. The following is evidence in support of the 
complex predicate approach: 

(iii) (El) dormir poco me resulta desagradable\dificil. 
(The) to sleep litle me-turns out unpleasant\difficult 

In (iii), the infinitival clause has been preposed. This possibility suggests that the 
subject of this clause is PRO. This PRO can either be controlled by the experiencer 
(or its trace), or it can have an arbitrary reference (Cf. Epstein (1984)). The arbi­
trary interpretation is more salient in examples like (iv), for pragmatic reasons: 

(iv) (El) tirar los papeles al suelo me resulta irresponsable. 
(The) to litter papers to the floor me-turns out irresponsible 
'I find it irresponsible to litter papers to the floor' 

Obviously, if resultardoes not take an experiencer argument, the ungrammaticality 
of (25a) would say nothing about experiencers barring subject raising. 
19 The Italian examples (23a) from Burzio (1986)-(his (100a) in chapter 5) and 
(23b) from Rizzi (1982) -his (22b). 
20 A discussion of the exact mechanism which accomplishes this is beyond the scope 
of this remark, and will require to take into consideration how exactly the experiencer 
eliminates the null expletive at LF, via substitution or via adjunction. 
21 My account of clitic-doubling Romance crucially realies on the assumption that 
there is subject-to-subject raising. This is incompatible with the proposal made in 
Williams (1980) concerning raising verbs. 
22 There are cases in which parecer+experiencer is followed by a prima facie PP. This, 
however, appears to be an instance of adjectival modification of the type which is 
associated with SeT. 

(i) Juan me parece de Madrid = Juan me parece madriIeno. 
Juan to me-seems of Madrid = Juan to me-seems "madrileno" 

(ii) Juan es de Madrid/*Juan esta de Madrid. 
Juan is from Madrid 

(iii) Juan es madriIeno/*Juan esta madriIeno. 
Juan is "madriIeno" 

23 The question of what exactly goes wrong when the adjective cannot saturate its 
eventive argument depends on specific assumptions about e-arguments, about INFL 
in small clauses and so on. These issues all go beyond the scope of this work. 
24 The ability of the experiencer to occur with 'seem' in adverbials is evidence that 
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the experiencer is part of the lexical structure of 'seem'. The same point can be 
made for 'seem'-experiencer as a control verb. 
25 In some cases, parecer+clitic appears to be lexicalized: 

(i) Yo me parece que no quiero ir. 
I to me-seems that I do not want to go 
'I think I do not want to go' 

In (1), the nominative pronoun yo cannot be topicalized; there is no comma 
entonation between the nominative pronoun and the rest of the clause, as there is in 
cases such as (ii): 

(ii) Los alum nos, me parece que no van air. 
The students, to me-seems that they are not going to go 
'The students, I think they are not going to go' 
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JAKLIN KORNFILT 

NP-MOVEMENT AND "RESTRUCTURING"* 

INTRODUCTION: 

In this paper, I shall describe a construction in Turkish which seems to 
involve a non-local application of an otherwise local process: NP-movement 
of an embedded object to matrix subject position. The construction in ques­
tion involves a small number of subject control verbs and their infinitival 
complements. 

A variety of phenomena taking place in similar syntactic contexts in other 
languages (e.g. Spanish, Italian, Czech, Hungarian) have been claimed to 
crucially involve Restructuring of the complex source into a mono clausal S­
Structure. Restructuring is a problematic notion, since it violates the Pro­
jection Principle: a verb that takes a clausal complement at D-structure will 
end up taking one or more NP complements at S-structure; arguments that 
receive their q-roles from a given verb at D-structure will receive their q­
roles from another verb (the newly formed verbal complex) at S-structure. 

More recently, a number of proposals have been advanced to circumvent 
this problem: Base-generation of the "monoclausal" structure and the "ver­
bal complex", in which the finite verb functions as a modal auxiliary (cf. 
Picallo (1990) for Catalan); simultaneous assignment of two distinct phrase 
structures to the same string, one monoclausal, the other biclausal (cf. 
Haegeman and van Riemsdijk 1986 for Dutch and Flemish and Kiss 1987 for 
Hungarian); movement of the lower Inflection to the higher Inflection, with 
resulting co-indexation of the two Infl positions (cf. Kayne 1989, mainly for 
Spanish and Italian). 

It is not my aim here to evaluate any of this work. Rather, I shall focus 
here on a proposal for the Turkish construction at stake, thus inviting ques­
tions about possible extensions of the account to some other languages. 
That this is a realistic hope can be seen from studies like Rivero 1989 and 
related work for some of the Balkan languages, where explanations based 
on "CP-Transparency" are available for phenomena that look like Restruc­
turing effects. More concretely, in spite of my titie, I shall propose an exten­
sion of the familiar "S'-Deletion" (or "CP-Transparency") phenomenon to 
the (Turkish) instances in question, rather than a restructuring of the phrase 
marker. It might well be the case that there are different kinds of "Restruc­
turing effects", with each type obviously requiring a different analysis. The 
aim of this paper is to propose that CP-Transparency is, indeed, one such 
type that is part of UG.l 
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CP-Transparency makes an embedded subject accessible to government 
(and Case marking) by the matrix verb in (essentially) factive contexts. In 
this paper, I claim that the same process makes accessible the same position 
to the corresponding matrix verb in (essentially) non-factive contexts, as 
well; in other words, we have "Exceptional Government" in both situations. 
However, we have (structural) "Exceptional Case Marking" in the factive 
type only. This is because some of the "Exceptional Government" matrix 
verbs that take non-factive complements are not structural Case markers; 
they assign only inherent Case. I assume here that such Case is assigned at 
D-structure (and thus cannot be assigned at some later stage of the deriva­
tion) , the embedded subject position can only be "exceptionally" governed, 
but not "exceptionally" Case-marked by such verbs. While there is one ma­
trix verb found with the construction under scrutiny that is otherwise a struc­
tural Case marker, it can be shown that its structural Case has to be assigned 
to the infinitival clause itself (which is nominal and hence needs Case) and 
thus becomes unavailable for the embedded subject. 

The fact that the Case assigned to the infinitival clause stays on that clause 
and is still needed at S-structure strongly suggests that: 

1. there was a bi-clausal structure at D-structure, hence the phenomenon 
we are dealing with is syntactic and not one of word-formation, and 

2. that the S-structure of the construction is not monoclausal, hence there 
is no need to posit either Restructuring or two distinct (but simulta­
neous) phrase structures. 

I should also mention that while the examples I shall be looking at in­
volve just two verbs (and this is how the construction is most generally used), 
it is possible to construct examples involving three verbs, if the intermediate 
and the highest verb are both of the type that generally licenses the IDP 
construction. (Obviously, due to the length of the utterance and the gen­
eral center-embedding nature of complementation in Turkish in general, 

these examples are awkward, but still grammatical. This is also why the con­
struction seems to be impossible with more than three verbs, i.e. more than 

two embeddings.) 
Given the possibility of iteration, a word-formation approach is quite 

improbable. (By itself, this last point would be a weak argument for a purely 
syntactic derivation, since compounding is a fairly productive process in 
Turkish. However, there are arguments to the effect that many compounds 
in Turkish are syntactic rather than purely morphological; cf. Kornfilt 1984 
and Yiikseker 1987; I shall not pursue this matter any further here.) 

We shall also see that each verb in the Turkish construction under inves­

tigation retains its properties in assigning thematic roles, thus arguing against 
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a unique complex verb at S-structure (whether such a verb would be base­
generated or syntactically derived.) 

Having thus introduced the general area of investigation and the main 
line of analysis, I now turn to the specifics of the construction. 

1. THE CONSTRUCTION: INFINITIVAL DOUBLE 

PASSIVES (IDPs) IN TuRKISH 

The construction in Turkish I shall focus on here is illustrated by (1) through 
(3) below: 

(1) iiniversite-Ier (polis tarafmdan) ku~at-!!-mak iste-n-di 
university-pI. police by surround-Pass-Infin. want-Pass-past 
'The universities were wanted to be surrounded by the police' 

(2) iiniversite-Ier (polis tarafmdan) ku~at-!!-mag-a ba~la-n-dl 

university-pI. police by surround-Pass-Infin.-Dat. begin-Pass-past 
'The universities were begun to be surrounded by the police' 

(3) iiniversite-Ier (polis tarafmdan) ku~at-!!-mag-a ~ah~!!-dl 

university-pI. police by surround-Pass-Infin.-Dat. try-Pass-past 
'The universities were tried to be surrounded by the police' 

The main properties of the construction are as follows: 

1. The understood embedded direct object is the S-Structure matrix 
subject; 

2. Whether an agent phrase shows up or not, the agent of the matrix and 
of the embedded 
verb are understood as co-referential-just like in Control contexts in 
general; 

3. The embedded verb is an infinitive (suffix -mAK)-a form found in 
Control contexts; 

4. Both the embedded infinitive and the matrix verb have to carry Pas­
sive morphology (with one exception, to be discussed later); 

5. Only 3 matrix verbs occur in this construction, exemplified above, all 
Subject-Control verbs; 

6. Infinitives in Turkish bear no AGR morphology. This is true in 
Control contexts as well as in IDPs. 

The related active sentences involving Control are (4) through (6): 

(4) polis; [PRO; iiniversite-Ier-i ku~at-mak ] iste-di 
police university-pl.-Acc. surround-Infin. want-past 

'The police wanted to surround the universities' 
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(5) polisj [PROj iiniversite-Ier-i ku~at-mag ]-a b~la-(h 

police university -pl.-Ace. surround-Infin.-Dat. begin-past 
'The police begun to surround the universities' 

(6) polisj [PROj iiniversite-Ier-i ku~at -mag ]-a ~ah~-u 

police university -pI. -Ace. surround-Infin. -Dat. try-past 
'The police tried to surround the universities' 

2. INTEREST OF THE CONSTRUCTION: 

2.1. Limitations of Occurrence: 

Note that the English equivalents of all IDPs are ungrammatical: 

(7) a. *The universities were wanted/begun/tried to be surrounded (by 
the police) 

Not surprisingly, attempts to construct IDPs in Turkish with verbs other than 
the three verbs listed in (1) through (3) fail, even where such verbs are 
"Subject Control" verbs, just like the three verbs in question: 

(7) b. *iiniversite-Ier ku~at-!!-mak unut-ul-du / planla-n-dl 
university-pI. surround-Pass-Inf. forget-Pass-past! plan -Pass-past 

'The universities were forgotten/planned to be surrounded' 

Crucially, the corresponding active Control structures are grammatical (and 
similar to those corresponding to the grammatical IDPs): 

(7) c. orduj [PROj iiniversite-ler-i ku~at-mag]-l unut-tu/planla-dl 
army university-pl.-Acc. surround-Infin.]-Acc. forget-past/plan-past 
'The army forgot/planned to surround the universities' 

2.2. General Properties of Passive in Turkish, and Deriving its Boundedness: 

NP-movement in Passive constructions is local in Turkish, just as it is in En­
glish. The examples in (8) through (10) illustrate that property. 

(8) a. [Hasan-m Zeyneb-i 
[H.-Gen. Z.-Ace. 

sev-dig -inJ-i 
love-Gerund-3.sg.] -Acc. 

'We heard that Hasan loves Zeynep' 

b. [Zeyneb-inj (Hasan tarafmdan) tj sev-il-dig -in]-i 

duy-du-k 
hear -past-lop!. 

[Z.-Gen. H.by love-Pass-Ger.-3.sg.J-Acc. 
duy-du-k 
hear-past-l. pI. 

'We heard that Zeynep is loved by Hasan' 
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(9) a. *Zeynep; [t; (Hasan tarafmdan) t; sev-.i1-dig-i] duy-ul-du 
Z. H. by love-Pass-Ger-3.sg. hear-Pass-past 
'Zeynep was heard [that (being) loved by Hasan]' 

b. * Zeynep; [t; (Hasan tarafmdan) t; sev-.i1-mek] duy-ul-du 
Z. H. by love-Pass-Inf. hear-Pass-past 

'Zeynep was heard [to be loved by Hasan]' 
c. *Zeynep; [t; (Hasan tarafmdan) t; sev-!l-di ] duy-ul-du 

Z. H. by love-Pass-past hear-Pass-past 
'Zeynep was heard [was loved by Hasan]' 

(10) a. * Zeynep; [Hasan-m t; sev-dig-i] duy-ul-du 
Z. Hasan -Gen. love-Ger.-3.sg. hear-Pass-past 

'Zeynep was heard [that Hasan {loved / to love / loved}]' 

b. * Zeynep; [Hasan t; sev-mek] duy-ul-du 
Z. Hasan love-Info hear-Pass-past 
'Zeynep was heard [Hasan to love] , 

c. * Zeynep; [Hasan t; sev-di] duy-ul-du 
Z. H. love-past hear-Pass-past 
'Zeynep was heard [Hasan loved]' 

In (8) b., "Passive" has applied within the embedded clause, and the output 
is fine. However, attempts to further apply Passive to the moved NP, "Zeynep", 
are unsuccessful, as shown by (9). Note, incidentally, that the complements 
in these Turkish examples are gerundives of sorts and hence, for all practi­
cal purposes, un tensed (there is only a rough distinction between Future 
and non-Future in this particular complement type). (10) shows that it is 
not the (surface) subjecthood of the moved NP that matters-an embed­
ded object cannot "passivize" and move to matrix subject position, just as 
little as an embedded subject can. 

I assume that "Passive constructions" (at least those involving syntactic­
as opposed to lexical-Passive) and NP-movement have the same properties 
in Turkish as in English (this is a controversial assumption within literature 
on Turkish, but I am not aware of any good argument to the effect that 
there might be any deep, significant differences): 

Passive morphology (-ll -.aln is suffixed onto the verbal root, with the 
first form as the basic allomorph, and the second form after root-final vow­

els and l) suppresses the structural (but not the inherent) Case of the verb, 
thus forcing movement of the Case-less complement to Spec ofIP position, 

given the validity of the Case Filter in Turkish syntax (cf. Kornfilt 1984). 

The moved NP receives Nominative Case in its new position, assigned by 
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(verbal) AGR (in "gerundive" complements, AGR is nominal and assigns 
Genitive Case to the Spec ofIP position). 

We also have to stipulate (again,just as in English) that a second property 
of Passive morphology is suppression of the verb's external 9-role. This stipu­
lation is necessary in order to avoid a violation of the 9-Criterion by the 
moved NP, which inherits a 9-role from its trace. 

Now, we have to turn to the locality of NP-movement. In what follows, I 
shall adopt an account based on Chomsky 1981, although the account can 
be transposed into the Barriers framework straightforwardly. 

The trace of NP is an anaphor and has to obey Condition A of the Bind­
ing Theory. Moving the subject of a tensed (or, rather, "finite" in the sense 
of having AGR-cf. George & Kornfilt 1981) embedded clause out of that 
clause by NP-movement is prohibited, since the anaphoric NP-trace in em­
bedded subject position will be free in its Governing Category. I take that 
Governing Category to be the embedded clause, since this is where that 
element is governed and where it has its Accessible SUBJECT, namely AGR) 
and will therefore violate Binding Condition A. (In addition, on might say 
that such a trace is also ruled out by virtue of the ECP, since it wouldn't be 
properly governed: AGR, the governor of the trace, isn't a proper governor, 
and the trace is not antecedent-governed, either, given that NP-movement 
doesn't go through Spec/CP. If so, we have a situation where we have two 
possible explanations for one and the same phenomenon-an undesirable 
state of affairs. However, given that Turkish is a "Pro-Drop" language, we 
might say that AGR is a proper governor. If so, the violation in question 
wouldn't be due to the ECP, but only to Binding Theory. 

What about the trace left by NP-movement out of embedded subject po­
sition in infinitivals, however? 

It's not clear that Binding Condition A achieves anything here-it simply 
doesn't say anything, since the embedded subject position of AGR-Iess clauses 
isn't governed and hence has no Governing Category. 

In these instances, we can invoke the ECP, since, whether AGR counts as 
a proper governor or not, the subject position is ungoverned (given total 
lack of AGR). The general ungrammaticality of NP-movement out of em­
bedded subject position of AGR-Iess complement clauses follows from this 
fact. 

Such movement is licit, however, in certain instances: when the subject of 
an ECM-complement (whether itself derived by NP-movement within the 
clause, where the clause has a passive verb, or whether this subject is non­
derived with an active verb) undergoes NP-movement; the same is true for 
Subject Raising. I shall not discuss the latter, since it is unclear whether 
SOY-languages exhibit this phenomenon productively-cf. Kuno 1976; 
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Turkish does have a few verbs which are arguably Raising verbs-cf. Kornfilt 
1976, but I shall not pursue the matter here. 

2.3. ECM in turkish: 

Turkish does have some ECM verbs, but with properties slightly different 
from those of Control verbs. They don't take infinitival complements; cru­
cially, they take fully finite complements (in addition to gerundives): 

(Finite) S'-Complements: 

(11) Hasan [biz iiniversite-yi ku~at-u-k] san-Iyor 
H. we university-Ace. surround-past-1.pI. believe-pres.progr. 
'Hasan believes (that) we surrounded the university' 

Note that the subject of the constituent clause is in the Nominative, that the 
embedded verb is fully tensed, and that the verb agrees with the embedded 
subject. 
When these verbs trigger CP-Transparency2, they structurally Case-mark the 
embedded subject by assigning Accusative to it; the complement is still tensed 
(not an infinitival), but lacks AGR (at least for one dialect-cf. Kornfilt 
1977): 

(AGR-Iess) S-Complements: 

(12) Hasan [biz-i iiniversite-yi ku~at-u] san-Iyor 
H. we -Ace. university-Ace. surround-past believe-pres.progr. 
'Hasan believes us to have surrounded the university' 

The "ECM"-marked embedded subject can undergo movement with a pas­
sive "ECM"-verb, whether that subject is derived (as in (14) or not (as in 
(13) ): 

(13) Bizj [tj iiniversite-yi ku~at-u] san-!l-lyor-uz 
we university-Ace. surround-past believe-Pass-pres.progr.-1.pI. 
'We are believed to have surrounded the university' 

(14) iiniversite-Ier [tj tj ku~at-ll-(h] san-!l-lyor 
university-pI. surround-Pass-past believe-Pass-pres.progr. 
'The universities are believed to have been surrounded' 

(14) is the more interesting example, since it looks very similar to IDPs. 
However, the morphology of the complement clause is different (tensed here, 
versus infinitival in IDPs); some basic properties of the main verb are differ­
ent, as well (as can be shown independently-see below); and, the agents of 
the two verbs are not necessarily co-referent-typically, they are not. 
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3. BACK TO IDPs: 

Remember that Infinitival Double Passives are ungrammatical in English: 

(7) *The universities; were wanted/begun/tried [ t; to be surrounded t; 
(by the police)] 

Compare (7) with the grammatical (15): 

(15) The universities; were believed [t; to have been surrounded t; ] 

While both traces are properly governed in (15), the trace in embedded 
subject position in (7) is not: The verbs in (7) are Control verbs, not ECM 
Verbs. (Actually, want in English can also be an ECM verb, but it does not 
passivize even then.) These verbs don't trigger CP-Transparency, and the 
trace in embedded subject position violates the ECP. 

But then, the corresponding examples should be ungrammatical in Turk­
ish as well, which they are not. The verbs in question are not Exceptional 
Case Markers in Turkish: 

(16) a. Polis; [PRO; iiniversite-yi ku~at-mak] iste-di 
police university-Ace. surround-info want-past 
'The police wanted to surround the university' 

b. * Polis [ordu-m umversite-yi ku~at-mak] iste-di 
police army-Acc. university-Ace. surround-info want-past 
Attempted reading: The police wanted the army to surround the 

university' 

Note that, even though the English translation of this example is grammati­
cal, due to the possibility of "want" as an ECM-verb, the Turkish example is 
grossly ungrammatical-an NP in embedded subject position in such a con­
text has no way of receiving Accusative Case, given that the matrix verb iste 
('want') is not an ECM-verb in Turkish (although it does assign Accusative 
Case to its NP-objects). 

The same facts obtain when the matrix verb is ~alli' ('try'): 

(17) a. Polis; [PRO; iiniversite-yi ku~at-mag ]-a ~all~U 

police university-Acc. surround-info ]-Dat. try-past 
'The police tried to surround the university' 

b. * Polis [ordu-yu umversite-yi ku~at-mak] (-a) ~ah~-u 

police army-Ace. university-Acc. surround-inf.] (-Dat.) try-past 

Attempted reading: 'The police tried for the army to surround the 
university' 

The semantics of (17) b. are OK and can be expressed in a "subjunctive" 

construction: 
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c. Polis [ordu-nun iiniversite-yi ku~at-ma-sm]-a c;:ah~-u 

police army-Gen. university-Ace. surround-mA-3.sg.]-Dat. try-past 
'The police tried for the army to surround the university' 

At this point, we should say a few words about general differences between 
Turkish Control verbs versus ECM verbs: 

1. Case: ECM verbs are all structural Case assigners, i.e. it can be inde­
pendently shown that, when they take an NP-object, they all assign Accusa­
tive Case; on the other hand, while there are also Control verbs that assign 
structural Case, there are many Control verbs that take oblique (i.e. Dative 
or Ablative) complements. Out of the three matrix Control verbs that enter 
the IDP construction, two ( (:al~ 'try' and ba$la 'begin') take Dative comple­
ments; only the third one ( iste 'want') is otherwise a structural Case as­
signer. 

Note, incidentally, that iste can take Accusative objects, which, like any 
other objects of structural Case markers, can also "incorporate" if they are 
non-specific and lose their overt Case marking. Where iste takes an infiniti­
val complement and is itself active, the complement can, but does not have 
to, be Accusative-marked. However, in the IDP construction, iste does not 
tolerate Accusative-marking on the infinitival verb of its complement clause, 
as can be ascertained by looking at all examples presented so far that involve 
that verb «4') vs. (1 ') ): 

(4') polis; [PRO; iiniversite-Ier-i ku~at-mag 1-1 iste-di 
police university-pl.-Acc. surround-Infin.]-Acc. want-past 
'The police wanted to surround the universities' 

(1 ') * [iiniversite-Ier (polis tarafmdan) ku~at-!!-mag ]-! iste-n-di 
university-pI. police by surround-Pass-Infin-Acc. want-Pass-past 
'The universities were wanted to be surrounded by the police' 

2. Morphology and category: ECM verbs can take finite complements, 
where the embedded clauses have tense and Agreement. Under CP-Trans­
parency, AGR disappears for one dialect; tense remains, however, in all in­
stances (and the predicate appears in a morphology different from that of 
an infinitive). It therefore makes sense to assume that the fully finite comple­
ments in these instances have the status ofCP, and, where ECM effects are to 
be seen, those complements would be bare IPs or "transparent" CPs). 

On the other hand, Control verbs take only NP-complements; gerunds as 
well as infinitival clauses are NPs: these complements are marked with mor­
phological Case, which is always the same Case as that found on simple, 
lexical NP complements of the respective verbs, if they do take such NPs 
otherwise. Further evidence for the NP-nature of gerundives comes from 



130 JAKLIN KORNFILT 

the Genitive (rather than Nominative) case on the embedded subject and 
the nominal (rather than verbal) AGR forms on the embedded predicate. 
(For more information on these points, cf. Kornfilt 1984.) 

3. From a semantic point of view, ECM verbs are factives, while Control 
verbs are (essentially) non-factives. 

4. Concurrent with this semantic grouping, we also find a dichotomy in 
the gerundive morphology that either group of matrix verbs can co-occur 
with. ECM verbs, if they don't take fully finite CP-complements or IP-comple­
ments, can take the more general gerundive complement. That gerundive 
is marked with the suffix -DIKon the verbal stem. That type of complement 
corresponds, roughly, to indicative complements in European languages. 

Control verbs, on the other hand, where they don't take an infinitival 
complement, will take a gerundive complement clause, as well. However, 
the morphology found on those clauses is the -rnA suffix, and the comple­
ment itself corresponds-again very roughly-to the subjunctive comple­
ments of European languages. 

We conclude that the matrix verbs found in IDP constructions are bona 
fide Control verbs and do not belong to the group of ECM verbs. Rather, 
they are the kind of verb that takes an NP-complement, and does not co­
occur with (overt) Accusative Case, as opposed to ECM verbs. 

4. PROPOSAL 

If IDPs are not explainable by ECM, why are they grammatical? 
In order to turn to a discussion of the proposed derivation ofIDPs, let us 

repeat the crucial examples: 

(1) iiniversite-Ierj [tj tj ku~at-!l-mak] iste-n-di 
university-pI. surround-Pass-Infin. want-Pass-past 
'The universities were wanted to be surrounded' 

(2) iiniversite-Ierj [t j tj ku~at-!l-mag ]-a ba~la-n-dl 

university-pI. surround-Pass-Infin.-Dat. begin-Pass-past 
'The universities were begun to be surrounded' 

(3) iiniversite-Ierj [tj tj ku~at-!l-mag ]-a I;ah~!l-dl 

university-pI. surround-Pass-Infin.-Dat. try-Pass-past 
'The universities were tried to be surrounded' 

The boldfaced t in the previous examples is the "offending" trace-"offend­
ing" in the sense of violating the ECP. 

If so, how come such "offence" doesn't lead to ungrammaticality? 
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We saw that CP-Deletion can "repair" such ECP-violation in the context 
ofECM-verbs; but we also saw that these Turkish Control verbs are not ECM 
verbs. 

My proposal to solve this problem is as follows: 
The three "IDP" verbs are triggers of another type of Transparency of 

maximal projection; purely descriptively speaking, instead of a CP that domi­
nates a verbal IP), what becomes transparent is a CP that dominates a "nomi­
nal" IP rather than a "verbal" IP. 

The effects of this type of "CP transparency" are similar to those of tradi­
tional "SO-Deletion": the "offending" trace in embedded subject position is 
now properly governed by the main verb and is saved from violating the 
ECP. 

If this proposal is on the right track, CP-Transparencywith "believe"-type 
verbs is not a unique phenomenon any longer. Furthermore, yet another 
parallel between nominal and verbal clauses is revealed. 

5. DERIVATION OF IDPs ("REGULAR"): 

The assumption of CP-Transparency solves the problem with the ECP, but, 
in itself, does not provide us with a derivation for IDPs. I assume the follow­
ing derivation: 

1. Passive morphology on the infinitive verb: Induces NP-movement to 
embedded subject position (since Passive morphology suppresses Case, 
the Case Filter would otherwise mark the embedded direct object as 
ungrammatical) 

2. The embedded subject position lacks Case as well, given that the in­
finitive lacks Agreement, which would otherwise have assigned Case to 
that position; the original embedded direct object NP moves on to 
matrix subject position (again, that movement is motivated by the Case 
Filter) 3 

3. The matrix subject position receives Case from the matrix AGR-the 
Case Filter is satisfied. 

4. However, now the matrix verb must have Passive morphology, in order 
to suppress external 9-role assignment to matrix subject position, since 
the derived matrix subject is in a 9-Chain with its traces and has the 9-
role of the embedded object position. If the moved NP would, in addi­
tion, also receive the 9-role of the matrix subject, this would lead to a 
violation of the e-Criterion. 

5. "CP-Transparency" saves the trace in embedded subject position from 
violating the ECP.4 
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6. Derivation ofIDPs ("impersonal"): 
We have presupposed that all IDPs exhibit a derived matrix subject 
(the understood embedded direct object) .This is not the case, how­
ever. Where the embedded verb is intransitive (i.e. either lacks any 
object whatsoever or has only oblique objects), no NP-movement takes 
place; Passive morphology suppresses only structural Case, not oblique 
("inherent") Case. 

We assume that, in general, the subject position of an Intransitive Passive 
is occupied by an expletive-pro in a Pro-Drop language like Turkish (e.g. 
(20) ), corresponding to an overt expletive in a language like German (cf. 
(18-19}): (English must be exceptional in not allowing intransitive Passives): 

(18) a. Es wurde getanzt 
i! was danced 

b. Es wurde der Frau geholfen 
i! was the (Dat.) woman helped 

(19) a. Die Frau wurde gesehen 
the woman (Nom.) was seen 

b. * Die Frau wurde geholfen 
the woman (Nom.) was helped 

(20) a. Pro I dansed-il-di exp -

dance-Pass-past 
'it was danced' 

b. pro expl kadm-a yardlm ed-il-di 
woman-Dat. help do-Pass-past 

'The woman was helped' 
c. * kadm yardlm ed-il-di 

woman (Nom.) help do-Pass-past 
'The woman was helped' 

Note that oblique (inherent) Case remains when the verb is Passive; struc­
tural (i.e. Accusative) Case doesn't-it gets suppressed by Passive morphol­
ogy; the moved structural object receives the (structural) Case of its S-Struc­
ture position, i.e. of the subject position-which, in Turkish, is Nominative. 

proexp1 (like any pro), needs to be identified by morphological AGR (and 
perhaps also needs Case): 

(21) a. [proexp dansed-il-dig -in ]-i bil-iyor-um 
dance-Pass-Ger.-~-Acc. know-pres. progr.-l.sg. 

'I know that it was danced' 
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b. [proexpl kadm-a yardlm ed-il-dig-in ]-i 
woman-Dat. help do-Pass-Ger.-~-Acc 

'I know that the woman was helped' 
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bil-iyor-um 
know-pres. 

progr.-1.sg. 

In the examples of (21), we have complement clauses that are marked with 
-DIK, a morpheme which signals (by and large) factive semantics. As men­
tioned earlier, the other general type of complement clause that has the 
semantics of "subjunctive" clauses is marked with -mAo When such a clause 
has a proexpl subject, it has to bear 3.sg. AGR morphology, as well: 

(22) a. [proexPI dansed-il-me-sin ]-i Istl-yor-um 
dance -Pass-mA-~-Acc. want-Pres.Progr.-l.sg. 

'I want for dancing to take place' 
(Lit.: 'I want for there to be dancing') 

b. [pro I kadm-a yardlm ed-il-me-sin ]-i exp - -

woman-Dat. help do-Pass-mA-~-Acc. 

'I want for the woman to be helped' 

isti-yor-um 
want-pro prog­

l.sg. 

Note that, since Control verbs are a subset of those that take subjunctive 
complements, the last set of examples is particularly interesting. Note also 
that in all of these examples, the embedded complement would be ungram­
matical without the 3rd sg. AGR element-a fact which I take to be impor­
tant in signalling that this AGR licenses an expletive pro. Without such 
AGR, the pro would be unlicensed, leading to the ungrammaticality just 
mentioned. 

Note also that to have an infinitive instead of these gerunds (this should 
be possible in the last set of examples, since this particular matrix verb can 
be a Control verb) would still be ungrammatical, no matter what type of ~ 
we assume to occupy the embedded subject position. Ifwe assume it's exple­
tive pro, it won't be licensed, due to lack of AGR, as mentioned in the previ­
ous paragraph for the gerundives. If we assume it's PRO, which is licensed 
in AGR-Iess structures (cf. the PRO-theorem), once again, ungrammaticality 
will result: PRO has to bear a thematic role and can't be an expletive in a 
position lacking a 9-role. (This last point is important, and we shall return 
to it presently.) 

Let us look at the structure of "Intransitive" IDPs before CP-Deletion has 
applied (or CP transparency has been induced): 
(23) a. e [proexpl iiniversite-Ier~ gir-il-meg ]-e c;:ah~-!l-dl 

university-pl.-Dat. en ter-Pass-Inf.] -Dat. try-Pass.-Past 
'It was tried (for) the universities to be entered' 



134 JAKLIN KORNFILT 

b. e [proexp iiniversite-Ier~ gir-il-meg ]-e b~la-n-dl 

university-pl.-Dat. enter-Pass-Inf.]-Dat. begin-Pass-Past 
'It was begun (for) the universities to be entered' 

c. e [pro""p iiniversite-Ier~ gir-il-mek] iste-n-di 
university-pl.-Dat. enter-Pass-Inf want-Pass-Past 

'It was wanted (for) the universities to be entered' 

proexpl can't remain in the subject position of an infinitival intransitive 
Passive, because there is no AGR to identify (and Case-mark) it-hence it 
moves up to matrix subject position; there, matrixAGRidentifies (and Case­
marks) it. But, being an expletive, proexpl can occupy only a position that 
lacks a thematic role; hence, the matrix verb must also carry Passive mor­
phology. We now get: 

(24) a. proexpl [tjiiniversite-Ier~ gir-il-meg]-e ~ah~!!-dl 

university-pl.-Dat. enter-Pass-Inf.]-Dat. try-Pass-Past 
'It was tried (for) the universities to be entered' 

b. pro ""pi [tj iiniversite-Ier~ gir-il-meg ] -e b<l§la-n-dl 
university-pl.-Dat. en ter-Pass-Inf.] -Dat. begin-Pass-Past 

'It was begun (for) the universities to be entered' 

c. proexpl [tjiiniversite-Ier~ gir-il-mek] iste-n-di 
university-pl.-Dat. enter-Pass-Inf. want-Pass-Past 

'It was wanted (for) the universities to be entered' 

We now have explained Double Passive morphology by motivating CP-Trans­
parency for Control verbs (via the ECP). 

Why should we assume that the empty expletive subject is pro, rather 
than PRO? PRO is Case-less, hence wouldn't need to move up, and our 
account wouldn't go through. Also, PRO can have arbitrary reference; why 
shouldn't it qualify as an expletive (i.e. the expletive subject of an Intransi­
tive Passive infinitive)? 

It can't so qualify, because it can be shown that PRO, even where it is 
"PRO arb", needs a thematic role. 

(25) a. [proexPI havuz-da bahk ol-ma-Sl] giizel ~ey-dir 
pool-Loco fish be-Ger.-3.sg. nice thing-is 

'It's nice that there are fish in the pool' 
b. [PRO havuz-da bahk ol-mak] gUzel ~ey-dir 

pool-LoCo fish be-Info nice thing-is 
'It's nice to be a fish in the pool' 

Hence, PRO cannot be an expletive element. 
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7. "RESTRUCTURING" CROSS- LINGUISTICALLY: 

MONOCLAUSAL S-STRUCTURE? 

7.1. Some Facts: 

Crucially, we have appealed here to the notion that CP-Transparency ap­
plies in a motivated way, namely in order to "repair" ECP violations. As 
mentioned in the introduction, there is a rich literature on similar phenom­
ena in other languages, particularly in Romance. In the less recent work on 
that topic, a notion of "Restructuring" has been appealed to. However, typi­
cally, such "Restructuring" was assumed to be "triggered" lexically and not 
induced by any syntactic motivation. Further more, rich evidence was pre­
sented in those studies that such "Restructuring yields monoclausal S-Struc­
tures, thus explaining apparent locality violations of a host of syntactic pro­
cesses; e.g. "Clitic Climbing" in Spanish (cf. Aissen and Perlmutter 1976) 
and in Italian (cf. Rizzi 1982/1978), as well as NP-movement and "long 
distance" Auxiliary selection in Italian (cf. Rizzi, op. cit.). 

At least some of the properties of these constructions are different from 
those of Turkish IDPs, however. Note that in all of these examples, the 
"unbounded" application of the otherwise local operation is optional, which 
has been taken to mean that "Restructuring" is optional. Furthermore, the 
morphological reflex of whichever process in question (clitic, Aux) shows 
up only once; yet, in Turkish, the Passive morphology shows up twice-and 
this obligatorily. 

Of course, one question that comes up is to what extent-if at all-the 
"restructured" construction is monoclausal. Another is, to what extent the 
so-called verbal complex is, indeed, one unit. 

That these questions cannot be answered straightforwardly is shown by 
the fact that, in some instances, researchers have posited dual analyses: 2 
distinct phrase markers are attributed to one and the same string, one of 
them monoclausal, the other one bi-clausal, since the string apparently ex­
hibits syntactic behavior appropriate to either structure-such behavior 
would be contradictory under the more traditional view that a string has 
one phrase structure only at a time. (For discussions of such dual behav­
ior-and dual analysis- see, for example, Kiss 1987 for Hungarian 

infinitivals, Zubizarretta 1982 for Romance infinitivals, and Haegeman and 
van Riemsdijk 1986 for Germanic infinitivals.) 

Here, I shall not attempt a general assessment of these different ap­
proaches for these languages, but I will merely claim that in Turkish IDPs­
a construction very reminiscen t of those in the other languages men tioned, 
and also crucially involving Subject Control infinitivals and a subset of the 
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same matrix verbs-no Restructuring need be assumed. As a matter of fact, 
Restructuring should not be assumed, since the S-Structure of IDPs is not 
mono clausal. I shall present arguments for this claim, and I shall further 
argue that the verb sequence in IDPs is not a real verbal complex. 

7.2. Turkish IDPs are not Monoclausal: 

First of all, IDPs do not exhibit clear-cut monoclausal behavior. I thus differ 
from George and Kornfilt 1977, where such behavior was posited. There, 
the main evidence came from three processes: 2 types of "Scrambling" pro­
cesses (one involving pre-verbal, the other post-verbal positions), and one 
concerning placement of more than one adverb of the same type. 

Since 1977, I myself seem to have become more permissive with respect 
to "Scrambling" constituents of W type of infinitivals out of their clause; I 
certainly have met more informants who are permissive in this way. Hence, 
I don't feel that possibility of "Scrambling" is a good test for clause 
constituenthood at this point in the development of the language. 

As for adverbs, the situation is somewhat different. It is true that, say, two 
time adverbs in an IDP make the result awkward or worse: 

(31) ?Daha bu sabah iiniversite bina-Iar-l 27 Nisan-da i~gal 
only this morning university building-pl.-3.sg. 27 April-in 
ed-i!-mek iste-n-iyor-du, fakat ~imdi durum degi~ti 
occupy-Pass-Inf. want-Pass-pres.progr-past but now situation change-past 
'It's only this morning that the university buildings had been wanted 
to be occupied on April 27th-but the situation has changed now' 

Crucially, such an example should be compared to one involving ECM, since 
we have claimed here that the same process of "exceptional government" is 
involved in the derivation of IDPs; I shall consider, for the sake of closest­
possible resemblance, an ECM construction with an embedded object hav­
ing undergone NP-movement in the embedded as well as matrix clause: 

(32) bu sabah iiniversite bina-Iar-l 27 Nisan-da i~gal ed-il-di 
this morning university building-pl.-3.sg. 27 April-in occupy-Pass-past 
san-!l-lyor-du, fakat ~imdi durum degi~ti 

want-Pass-pres.prog.-past but now situation change-past 
'This morning the university buildings were believed to have been 

occupied on April 27th-but the situation has changed now' 

Note that the IDP with two time adverbials is not completely ungrammati­
cal, thus arguing that its potential monoclausal character is doubtful. While 
it is more awkward than the "Double Passive" example involving ECM, this 
might well be due to the fact that the complement clause of an ECM-verb is 
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tensed, while that of a Control verb is, being an infinitival, tenseless and 
thus permits modification by an adverb less felicitously. 

Another suggestive fact in the discussion about the mono-versus bi-clausal 
nature of Turkish IDPs consists of the observation that the infinitival in these 
constructions can be in the negative, while in Italian "restructuring" con­
structions, Neg cannot remain on the lower verb, but has to "climb" along 
with the clitic: 

Turkish: 

(33) a. ?(?) Hasan i~-e al-m-ma-mak iste-n-iyor-du 
H. work-Dat. take-Pass-Neg-Inf. want-Pass-pres.progr.-past 

'Hasan was wanted not to be hired' 
b. ? [Hasan i~-e al-!!l-!lli!:-mag]-a ~ah~-!l-dl 

H. work-Dat. take-Pass-Neg-Inf.]-Dat. want-Pass-past 
'Hasan was tried not to be hired' 

Italian (from Kayne 1989): 

(34) a. Gianni non li vuole vedere 
G. Neg. them-wants to-see 

b. Gianni vuole non vederli 
c. * Gianni li vuole non vedere 

While the Turkish examples are not perfect, they are nevertheless not un­
grammatical; on the other hand, in Italian, examples like (34c), where Clitic 
Climbing has taken place while leaving Neg behind are ungrammatical. This 

strongly suggests that the phenomena in question in these two languages 
must be different, in spite of the similarities pointed out earlier. More spe­
cifically, the infinitival in Turkish seems to have preserved its nature as an 
independent clause more strongly than its Italian counterpart. 

7.3. The Nature o/the Verb Sequence in IDPs: 

I now turn to the nature of the "verbal complex" found in IDPs. 
Under the most general assumptions, a genuine verbal complex would 

assign one structural Case and one external 9-role; hence, it should have 
just one Passive morpheme when its object undergoes NP-movement. This 
is the case in genuine "complex verbs" ; e.g. 

(35) Bu kitap nihayet oku-n -abil-di 
this book finally read-Pass-abilitative-past 
'This book could finally be read' 

While there is a dialect that "doubles" the Passive morpheme, placing the 
"double" on the abilitative morpheme, such constructions are not used in 
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the standard dialect: 

(36) (*) Bu kitap nihayet oku-n-abil-in-di 
this book finally read-Pass-abilitative-Pass-past 
'This book could finally be read' 

Crucially, the standard dialect accepts and uses Infinitival Double Passives 
productively, thus providing evidence that the sequence of verbs in IDPs has 
to be treated differently from the complex single verb of the type illustrated 

in (35). Note also that these "ability-verbs" are not phonological words­
the "ability" morpheme, essentially homophonous with the verb biZ 'know' , 
doesn't harmonize with the first part of the complex. Hence, we are dealing 
here with a genuine (verbal) compound. 

Note that if we wanted to treat the sequence of two Passive verbs in IDPs 
as though they formed a compound like the one in (36), a morphological 

"doubling" of the Passive morpheme would have to be assumed, which 

a. violates a constraint against "vacuous morphemes" (cf. Marantz 
1984, Kornfilt 1984), and 

b. is unmotivated within the language. 

On the other hand, note that in our account, the two occurrences of the 
morpheme are accounted for straightforwardly. 

To "take seriously" both occurrences of the Passive morpheme, especially 
that on the matrix verb, means that the matrix verbs of IDPs have always an 

external thematic role to assign. This is true in general for all three verbs 
that take IDPs; but the verb b~la,just like its English equivalent 'begin', has 
a dual character between being a Control verb (and having an external the­
matic role) and as a "Raising" verb (where it has no external thematic role) 
(cf. Perlmutter 1970). If there are no vacuous morphemes and no purely 
morphological Passive morpheme reduplication (without any syntactic mo­
tivation and consequences), we might expect "Infinitival Single Passives" to 
occur with the "raising" type of begin, which, indeed, is possible: 

(37) kapl ~al-!!!-mag-a b~la-dl (I~P) 

door knock-Pass-Inf.-Dat. begin-past 
'The door started to be knocked' 

(38) kapl ~al-!!!-mag-a ba{ila-n-dl (IIlP) 
door knock-Pass-Inf.-Dat. begin-Pass-past 

'The door was begun to be knocked' 

Hatiboglu (1972) notes an example like (37); her example is presented here 

as (39): 
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(39) kapl hlZh hlZh ~al-m-mag-a ba~la-dl 

door loud loud knock-Pass-Inf.-Dat. begin-past 
'The door started to be knocked very loudly' 

(Op. cit. p. 115, line 20 from top) 
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She points out that, while in the case of (38), a corresponding (ISP) con­
struction like (39) is possible, there is no such option for other examples 
which are, at first glance, similar: 

(40) kapl boya-n-mag-a ba~la-n-dl (I!!P) 
door paint-Pass-Inf.-Dat. begin-Pass-past 
'The door started to be painted' 

(Op. cit. p. 115, line 21 from top) 

She states that in such an example, the matrix verb has to carry overt Passive 
marking obligatorily; thus, the following ISP version of (40) would be un­
grammatical: 

( 41) * kapl boya-n-mag-a ba~la-dl (I~P) 

door paint-Pass-Inf.-Dat. begin-past 
'The door started to be painted' 

I conjecture that the difference pointed out here is due to the following 
explanation: 

Although, for all practical purposes (e.g. truth conditions) (37) and (38) 
are synonymous, there is a finely shaded difference: In the ISP, the "event"­
reading is emphasized; no conscious, volitional "beginning" is expressed; in 
the IDP, in contrast, the agentive, volitional reading is clear. Note that this is 
exactly the contrast predicted under the approach taken and the assump­
tions made here. 

With respect to the exmples discussed, it is certainly true that one can 
notice some loud knocking going on; as a matter offact, one might translate 
(38) and (39) as something like: 'There is a (loud) knock at the door'. 
However, it is harder to imagine that one would similarly notice a door start­
ing to get more and more paint on it, without also noticing-and reporting 
on-the instigator(s) of such an action. Thus, the only 'begin' which is 
possible in this case is the "Control-begin", i.e. the verb that marks its sub­
ject with a thematic role (i.e. "agent"). Hence, once the underlying embed­
ded object moves up in the fashion outlined in this paper so far, the the­
matic role assigned to that matrix subject position will have to be suppressed 
(because of the e-Criterion). Therefore, only the IDP construction is pos­
sible in that case, and not the ISP option. 

On the other hand, with "knocking", one can view it as an event or an 
action. Depending on the choice, the particular "begin" verb is chosen that 
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is compatible with either view. For the "event" reading, the Raising verb 
"begin" will be chosen; in that case, the original embedded object, having 
arrived in matrix subject position, can happily stay there without giving rise 
to a e-Criterion violation, since its landing site is not assigned any thematic 
role, and the matrix verb does not need to (in fact, cannot) be marked with 
Passive morphology. 

In con trast, for the "action" reading, the "Con trol-begin" is selected. Since 
this verb does mark its subject position with a thematic role, Passive mor­
phology on the matrix verb ~ triggered, in order to prevent the original 
embedded object to violate the e-Criterion after having landed in matrix 
subject position. 

One implication is that the thematic properties of the individual verbs 
remain intact even with CP-Transparency. 

Furthermore, the two verbs in IDPs can be separated under certain cir­
cumstances; note the following examples: 

(42) [universite-ler-e gir-il-meg ]-e dun-den beri ~ah~!l-lyor 

university-pl.-Dat. enter-Pass-Inf1-Dat. yesterday-Abl. since try-Pass-pres.pr. 

'(one) has been trying since yesterday (for) the universities to be entered' 

(43) [yeni kopru-den ge~-il-meg]- yann sabah ba~la-!!-acak 

[new bridge-Abl. pass-Pass-Inf1-Dat. tomorrow morning begin-Pass-Fut. 

'It will be begun from tomorrow morning on (for) the new bridge to be passed' 

(Le. 'One will begin from tomorrow morning on to go over the new bridge') 

This would pose a problem for a word-formation based approach to CP­
Transparency (cf. Picallo 1990 where, based on Catalan, such an approach 
is advanced for the classical "Restructuring" cases in Romance), since genu­
ine compounds cannot be separated at all: 

(44) a. Hasan her sabah dua ed-er 
H. every morning prayer do-Aorist 
'Hasan prays every morning' 

b. * Hasan dua her sabah ed-er 

(45) a. Hasan her sabah kahvalu sofra-sm-l 
H. every morning breakfasttable-3.sg.-Acc. 
'Every morning, Hasan sets the breakfast table' 

b. * Hasan kahvalu her sabah sofra-sm-l 

kur-ar 
set-Aorist 

kur-ar 

One might claim that in (44) and (45), the reason why the two conjuncts of 
the respective compounds cannot be separated is the Case Filter, rather than 
the inseparability of conjuncts per se; in (44), the nominal dua 'prayer' is 
not morphologically marked for Case and might therefore need Case as­
signed to it by the verb, under adjacency; in (45), the nominal kahvaltt 'break-
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fast' might need Case for similar reasons and would get it from the 3. per­
son singular "Agreement" marker -sI(n) -again, under adjacency (cf. 
Kornfilt 1984). 

But even if the Case Filter were the only explanation for the facts in (44) 
and (45), it couldn't explain the inseparability of single complex verbs of 

the type illustrated in (33), i.e. verbal compounds that behave like single 
verbs (at least with respect to Passive morphology): 

(46) a. Hasan ba~vuru-sun-u dun bitir-ebil-di 
H. application-3.sg.-Acc. yesterday finish-Abil-past 

'Hasan could finish his application yesterday' 
(i.e. Hasan was able to finish his application yesterday') 

b. *Hasan ba~vuru -sun -u bitir-dun-ebil-di 

c. *Hasan ba~ru -sun -u bitir-e-dun-bil-di 

The ungrammaticality of (46) c. is especially revealing, since a morpheme 
like -DA 'also' can show up there: 

(46) d. Hasan ba~vuru -sun -u bitir-me -ye-de-bil-ir-di 
H. application-3.sg.-Acc. finish-Neg.-Abil.l-also-AbiI2-Aor.-past 

I conclude, therefore, that the verbal complex in Turkish IDPs is not a ver­
bal complex generated by word-formation. 

It should be noted, incidentally, that in the Romance languages the "ver­
bal complex" can be separated as well, as long as the intervening material is 
non-thematic (cf. Grimshaw 1988, Rizzi 1982). Having mentioned this fact, 
I will not pursue it further. 

We have seen in this section that in Turkish IDPs, no genuine, insepa­

rable verbal complex is formed, and that the two verbs retain their indepen­
dent q-marking capabilities. We have thus concluded that Turkish IDPs don't 
have a mono clausal S-Structure, and that therefore no Reanalysis applies in 
their derivation. 

8. CONCLUSIONS AND SOME FURTHER OBSERVATIONS: 

This paper has presented a construction in Turkish that, at first glance, shares 
a basic property with so-called Reanalysis constructions in other languages: 

it exhibits apparent violations oflocality. I have argued that the descriptive 
as well explanatorily best analysis for this construction is one that doesn't 

involve Reanalysis (in any of its guises) at all, but rather Exceptional Gov­
ernment without Exceptional Case Marking. Of course, Exceptional Gov­
ernment (but with Exceptional Case Marking) is needed independently else­
where in the language. While this does seem to be a marked phenomenon 
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and lexically restricted to a very small set of verbs, this is certainly a fact 
across languages for ECM and hence a fact of life we have to live with. Fur­
thermore, the very fact that both the class of ECM verbs and that of "IDP 
verbs" in Turkish are much smaller than the class ofECM verbs and of "Re­
structuring" verbs, respectively, in many other languages (as a matter offact, 
they are restricted to three verbs in each class in Turkish) is highly sugges­
tive and in line with the proposal that essentially one and the same process 
is involved. 

If this is so, then UG must allow for the phenomenon of Exceptional 
Government without Exceptional Case Marking, and languages other than 
Turkish should also exhibit its effects. 

I am indebted to David Pesetsky (personal communication) for having 
pointed out to me that English-at least the British variety in its older stages­
might be one such language .. For example: 

( 47) The book was tried to be read. 

It appears that such constructions are grammatical in some British dialects 
and were actually grammatical in general at a former stage of English in 
general; if so, it would be interesting to find out further properties of the 
infinitival complements in Control structures and elsewhere in the language 
at that stage. Visser 1973 states that such constructions are first documen ted 
at the end of the fourteenth century and were found in British English until 
the recent past; some examples from Visser (op. cit.) follow: 

(48) June 7 [the ship] was endeavoured to be fetched off by the Dutch. 
(1666 Pepys's Diary, ed. Braybrooke; in Visser 1973, p. 2449) 

(49) She talks of the house having been attempted to be broken open two or three 
times. 

(1741 Richardson, Pamela I; in Visser, op. cit., p. 2449) 

(50) A sensational atmosphere is being attempted to be created. 
(1950 Daily Telegraph, 17 March 7/6; Visser, op. cit., p. 2449) 

(51) Each station was planned to be worked by a small band of B.B.C. 
engineers. 
(1945 Sunday Times, 8 July 5/3; in Visser, op. cit. p. 2449) 

Interestingly enough, the verbs found with this English IDP construction 
are quite similar to their counterparts in Turkish. Questions worth investi­
gating might be about the reasons that made modern stages of English lose 
the IDP, and about the differences between American and British English, 
since it appears that today's native speakers of the latter accept examples of 
the IDP somewhat more readily than speakers of the former. 
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I would like to conjecture that Exceptional Government without con­
comitant Case marking is a rather opaque phenomenon and thus unstable 
diachronically. What might make it possible-indeed quite stable-in Turk­
ish is the fact that the infinitival clauses themselves are obviously NPs, thus 
exhibiting the Case properties of the matrix verbs on themselves. Indeed, 
this paper has suggested that the categorial nature of the complements lies 
behind the difference between ECM constructions and what we saw here: 
Since ECM verbs in Turkish can take fully verbal (rather than nominal) 
complements, their Case is not discharged to the complement, but rather to 
the exceptionally governed subject of that complement. But since Control 
verbs take only nominal complements, their Case is discharged to that 
complement and thus becomes unavailable for assignment under Excep­
tional Government. 

My conjecture, then, is that in older stages of English, infinitivals were 
nominals,just as they still are in Turkish. Thus, Exceptional Government 
without Exceptional Case was possible. However, the infinitivals in modern 
English are not nominal any longer-at least not clarly so, thus making an 
opaque, unstable situation impossible. If this conjecture is on the right track, 
it should be possible to find some independent evidence for the change in 
the categorial status of English infinitives. I leave the nature of such evi­
dence as an open question. 

NOTES: 

*Research for this paper has been funded in part by the American Council of Learned 
Societies and the National Endowment for the Humanities, in form of a "Fellowship 
for Recent PhDs" awarded by the ACLS, and a grant by the Institute of Turkish Stud­
ies. I would like to thank the members of the MIT Linguistics community for their 
hospitality during the period of my leave from Syracuse University, during which this 
paper was written, and to Syracuse University for granting me a research leave. I am 
grateful to Ash G6ksel, Sumru Ozsoy, Engin Sezer, G6mil Alpay Tekin, ~inasi Tekin, 
and Mehmet Yamlmaz for sharing their native judgements with me, to Noam 
Chomsky, Eva Csat6 Johanson, Gabriella Hermon, Susumu Kuno, Richard Larson, 
Beth Levin, David Pesetsky, and Luigi Rizzi for very helpful discussions, to Myron 
Lichtblau for his help with the Spanish data, and to Robert Freidin for giving me the 
opportunity to present this paper to the Princeton Workshop on Comparative Gram­
mars 1989 as well as for his comments on a previous draft of this paper. All errors of 
fact and interpretation are my own. 
I Since the original presentation of this material in 1989 and the writing of the origi­
nal draft in 1990, I have been pursuing an alternative analysis, using the idea of 
syntactic verb raising, made possible by lack of INFL in these constructions. How­
ever, for the purposes of this volume, I viewed it as more appropriate to retain the 
original analysis. 
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2 Another way to describe this complementation type is to say that verbs that take 
fully finite complement CPs can also license bare IPs. I shall not take a stand on this 
issue in this paper. 
3 There is a potential problem here: if CP-Transparency can "save" the trace in 
embedded subject position by enabling the matrix verb to govern that position, why 
couldn't it do so after stage 1 of our derivation? Then, the embedded subject of the 
infinitive might receive Case, and hence wouldn't need to move to matrix position. 
If this were possible, the matrix verb wouldn't have to be Passive, and the resulting 
ungrammatical construction with the passive infinitive and the active matrix would 
be predicted, incorrectly, to be good. 
However, this is less of a problem than appears at first glance. 

Note that of the three Control verbs that enter the IDP construction, two select 
the inherent oblique Case of Dative: fal~ 'try' and b~la 'begin'. It is a general as­
sumption that such selectional requirements are satisfied at Deep Structure, as op­
posed to requirements of Structural Case, which are satisfied at S-Structure. Fur­
thermore, inherent Case is "assigned" by a Case bearer only to those elements that 
Case bearer also theta-marks (i.e. assigns a theta role to). Structural Case, on the 
other hand, depends on structural configurations only; therefore, a structural Case 
marker can assign its (structural) Case to an element that it may, but doesn't have to, 
also assign a thematic role to-as long as the configuration permits such Case assign­
ment. 

Since, in an IDP construction, the two verbs in question "discharge" their (only) 
Case by selecting for Dative-marked infinitival clauses at D-Structure, they have no 
Case left to discharge at any later stage of the derivation. Furthermore, since it can 
be independently shown that they are not transitive verbs (i.e. have no structural 
Case to assign), we wouldn't expect them to be able to Case mark the embedded 
subject NP, since that NP does not receive any thematic role from the matrix verb. 

It follows that, in spite of "CP-Transparency", the matrix verb would!!Q! be able 
to assign any Case to the embedded subject. As a result, that subject would have to 
move into the matrix subject position nevertheless, with the ultimate effect of mak­
ing Passive morphology on the matrix verb necessary. 

What about constructions with the matrix verb iste 'want', however? This verb is a 
structural Case-marker. Hence, it could- potentially- Case-mark at a level of deri­
vation later than D-structure, especially in the constructions in question, via CP­
Transparency. 

I would like to suggest that, due to its nominal nature, the infinitival clause needs 
Case-and, being a complement of the transitive iste, this would be structural Case. 
Hence, there would be no Case left to assign to the embedded subject, which would 
thus have to move to matrix subject position. 

This account presupposes the primacy of a 8-marked complement over a non-8-
marked element when both are candidates for structural Case marking by one and 
the same Case marker. While this makes intuitive sense, it is not necessarily ex­
pected under general assumptions. 

Alternatively, one might say that the Case assigned to the complement is inherent 
objective Case-or, in the framework of Belletti 1988, Partitive Case; given that 8-
marking seems to playa role in the assignment of this Case, this assumption is plau­
sible. But then, the verb should have its Structural Case left to assign to the embed­
ded subject, and apparently it does not-hence, this does not seem to be a viable 
alternative. 



NP-MOVEMENT AND "RESTRUCTURING" 145 

Yet another conceivable proposal may be some kind of "Superiority" effect- if a 
nominal phrase N dominates another nominal phrase D, and both Deed Case in any 
given syntactic representation, a Case assigner that could potentially Case mark ei­
ther Nor D will assign Case to N. 

One other question arises with respect to CP-Transparency: what happens if, in­
stead of a Passive infinitival, we have an active infinitival clause under one of the 
three matrix verbs in question? Here, a PRO subject would be governed by the ma­
trix verb, leading to a violation of the PRO-theorem. I would therefore say that "CP­
Transparency" doesn't apply when it would lead to a violation of a universal prin­
ciple (as here in the case of the PRO-Theorem) (or, alternatively, it does apply op­
tionally, and the resulting ungrammatical structure is discarded); it does apply when 
its non-application would lead to such a violation (here, of the Case Filter). 
4 Yet another derivation that we can rule out is the following: NP-movement of the 
embedded object to embedded subject position, and then "Passive" in the matrix. 
The second would, under usual circumstances, involve NP-movement of the whole 
infinitival clause, thus turning it into a Sentential Subject. But, first of all, we have to 
remember that two of the matrix verbs in question are inherent Case markers; their 
complement would not undergo NP-movement as a consequence, and the subject 
position would be occupied by an expletive pro. The third matrix verb, a structural 
Case marker, assigns "abstract" objective Case to the infinitival; such assignment re­
quires adjacency to the verb (for discussion, see Kornfilt 1984 and 1990), and, once 
again, the subject position of the resulting S-Structure is occupied by an expletive 
pro. 

Secondly, even if the infinitivals in question could become the subjects of the 
matrix clause in principle, this is not so in IDPs; we know this, because where the 
infinitive is transitive, its object becomes the subject of the matrix and exhibits all 
relevant subjecthood behavior (cf. George and Kornfilt 1977). Hence, this type of 
"Double Passive" is not a viable alternative derivation. 

However, this alternative could be an intermediate step in the derivation of the 
correct S-structure: Passive within the infinitival, and (impersonal) Passive in the 
matrix, with the infinitival remaining in complement position. Now, the original 
embedded object violates the Case Filter in its derived position (i.e. subject of infini­
tive) and hence raises to matrix subject position. 

This is a derivation almost identical to the one proposed in this paper, with the 
only difference that the derivation proposed in the text involves two steps, while the 
derivation just considered seems to involve three. Hence, one might assume that 
the principle of economy of derivation (cf. Chomsky 1989) would dictate the choice 
ofthe analysis proposed in the text. However, given that no genuine syntactic opera­
tion is involved in what I called the "intermediate step" in this alternative (i.e. the 
formation of "intransitive Passive "), nothing much is at stake here. 
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WAYNE HARBERT 

SOME OTHER POSSIBLE CASES OF NONLOCAL DEPENDENCIES: 
COMMENTS ON THE PAPER BY JAKLIN KORNFILT 

Jaklin Kornfilt's contribution to this volume touches on a key problem in 
syntax-the question of what sorts of devices the theory of grammar should 
have at its disposal for explaining the fairly frequent instances in natural 
language in which typically local grammatical processes give the appearance 
of operating at a distance (as, for example, when a characteristically clause­
bounded rule applies in a domain consisting of two clauses). The particular 
case she considers-the IDP construction of Turkish-results to be only an 
apparent, not a real instance of non-local application of NP movement, un­
der the analysis she advances: the occurrence of passive morphology in 
both the main and the subordinate clause is not the result of any particular 
linkage between the INFL nodes of the two clauses (though she does ex­
plore an alternative possible analysis, under which the two are linked by 
head-raising). Rather, passive morphology in the main clause is simply forced 
when the embedded clause is passive by the fact that the failure of the 
passivized object to get case by moving to matrix subject position would re­
sult in ill-formedness. The analysis requires no special assumptions about 
locality conditions, aside from the claim that !!:X-type verbs can in some lan­
guages exceptionally govern but not case-mark the subjects of their comple­
ments. In particular, a satisfactory account of IDP's does not require the 
assumption of restructuring/ reanalysis, and the consequent weakening of 
the Projection Principle. However, as Kornfilt suggests, the question of 
whether such devices can be wholly eliminated depends on the availability 
of alternative solutions to the numerous other putative "restructuring ef­
fects" reported in the literature. The larger question raised by the paper, 
therefore, is whether analysis of those other effects ever requires us to admit 
reanalysis as a possible grammatical process. In at least some of the cases, 
the availability of alternatives is less clear than it is in the case ofIDP's. Rather 
than directly discussing Kornfilt's plausible and well-argued account ofIDP's, 
therefore, I will confine my remarks to a survey of some other phenomena 
which appear relevant to the problem of restructuring and which will have 
to be taken into account in any general study of the phenomenon, exclud­
ing some of the more widely discussed ones, such as the case of clitic climb­
ing in the Romance languages. 

Approaches to apparent 'nonlocal' application of characteristically local 
processes fall, in the main, into three types. In the first, the relevant locality 
condition is relaxed to admit such application under specific circumstances. 

148 
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In the second, it is assumed that the locality condition applies in its most 
restrictive form and that the requisite local relationship between the affected 
elements is established by (overt or abstract) movement. The third type of 
approach involves appeal to non-standard assumptions about structure which 
have the effect of minimizing the syntactic distance between the related 
elements without movement. Restructuring and the assumption of dual 
structural representations are instances of this last type. It is not at all un­
usual to find solutions of all three types proposed for individual phenom­
ena. Consider, for example, the case of anaphor binding in the Russian and 
German sentences in (1). The anaphor is bound here to an antecedent, 
apparently across an intervening subject, in violation of the SSC effect of 
Principle A. 

(1) a. On ne razresaet mne [PRO proizvodit' opyty nad soboj] 
(Rappaport 1982) 

He not permitted me to-perform experiments on himself(!myself) 
'He did not permit me to perform an experiment on him 

(!myself) 
b. weil Hans [Peter fUr sich / (ihn) arbeiten] laBt/sah 

because Hans Peter for self/him ta-work lets/saw 
'because Hans let/saw Peter work for him' 

The first class of solutions to the problem of nonlocal binding in such cases, 
represented by Rappaport (1982), Yang (1984), among others, accounts 
for it through a relaxation of the relevant locality principle. The local do­
main for binding is parameterized, and Russian observes a less restricted 
version of it than English. A second possible account retains the assump­
tion of the restrictive version of the locality condition and assumes only the 
apparent biclausal structure, but assumes that satisfaction of the locality re­
quirement is assessed by reference to the abstract structure resulting from 
LF head-ta-head movement of the anaphor into the main clause by way of 
the lower clause INFL. Such an account has been suggested for Russian by 
Bailyn (1991), following work by Cole et. al. (1990) on apparent long-dis­
tance binding in other languages. The third type of approach, the restruc­
turing/clause union/dual structure approach was represented early on in 
the clause-union account of Reis (1976) for German facts like (1b), and 
more recently, in Harbert and Srivastav (1988), who follow Haegeman and 
van Riemsdijk (1986) and others in positing a dual structure representation 
for such sentences. Apparent non local binding is possible because the sen­
tence is monoclausal on one of the coexisting represen tations. I will return 
to this claim below. 
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A similarly wide range of accounts has been advanced for the apparently 
nonlocal assignment of nominative case to in situ objects, as in (2), from 
den Besten (1985). 

(2) daB [dem Museum die Urne geschenkt worden] 
that the museum-Dat the Urn-Nom given been 
'that the Urn was given to the museum' 

ist 
perf-aux 

Den Besten's account of these facts involves a partial relaxation of the gov­
ernment condition on case assignment; an NP governed by a non-case-as­
signing Xo can, in some languages, receive case from the governor of the 
projection of that Xo, by 'Chain-Government'. (See also Sigurosson (1989) 
for a similar idea about nominative objects in Icelandic, expressed in terms 
of government under relativized minimality.) In addition, however, there 
have been a number of attempts to account for such exceptional assign­
ment of nominative case to objects of verbs by assuming that the requisite 
local relationship between INFL and the affected NP is established through 
movement. See Harbert and Toribio (1991) and the references cited there. 
Finally, other approaches to facts of this type have invoked nonstandard 
assumptions about structure. So, for example, Webelhuth (1985) claims 
that NP-movement is not required in order for objects of German passives 
to get nominative case because INFL originates in VP in German. Thus, in 
at least many instances solutions of all three types are available a priori. 
Moreover, we operate without clear guidelines concerning which is the most 
likely to succeed in individual instances, save that the burden of proof lies 
on those accounts which require us to add to our inventory of descriptive 
devices or to weaken/parameterize well-motivated conditions or principles 
(e.g., the Projection Principle, or locality conditions on binding and case 
assignment) . 

In the following, I will list some other cases of apparent crossclausal de­
pendencies of the sort that may suggest reanalysis, some of which are quite 
curious, and which offer additional pieces to the puzzle posed by such de­
pendencies. I will begin by mentioning a Norwegian construction which 
merits consideration in this discussion because it is, on the surface, at least, 
quite similar to the Turkish IDP. It is not entirely clear to me that the 
Turkish and Norwegian constructions do in fact represent the same syntac­
tic phenomenon, though-there are, at least, some potentially significant 
differences. The construction is illustrated in the examples in (3) [The 
following Norwegian data are from Christen (1985), with the exception of 
3c-e from Engh (1984).]: 

(3) a. Boken ble anbefalt oversatt 
book-the was recommended translated 
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b. Boken ble fors0kt anbefalt oversatt 
book-the was attempted recommended translated. 

c. M0tet ventes holdt 
meeting-the is-expected held 

d. oppgaver som er tenkt 10yste i budsjettperioden 
tasks which are thought carried out in budget-period-the 

e. Journalisten ble fors0kt rapportert skutt 
Journalist-the was attempted reported shot 

It is, according to Engh, an increasingly frequent construction in legal and 
bureaucratic language. As in Turkish, the sentence is not well formed un­
less the main clause, as well as the embedded clause, is passive-that is, con­
tains a passive/perfect participle, or a verb with the s-passive affix as in (3c). 
Interestingly, as (4) shows, the second participle need not be strictly passive, 
but may be a perfect participle of an unaccusative, though not of a basic 
intransitive verb. 

(4) a. Fjellklatrerne ble meldt omkommet 
the-mountain-climbers were reported perished 

b. *Fjellklatrerne ble meldt jublet 
the-mountain-climbers were reported rejoiced 

So far as I can determine, the earliest discussion in the generative literature 
of this construction is that of Engh (1984), who gave it its by now standard 
label, the Complex Passive. Taraldsen (1984) and Christensen (1985) con­
sider it an instance of reanalysis-"projection compounding"-, which pro­
duces derived structures of the form in (5), where the topmost V-bar is in 
effect doubly headed, subject to the requirement that the heads involved 
are not featurally distinct from each other. It is this requirement which 
insures that both verbs have passive form. (Conversely, Taraldsen uses this 
same requirement to insure the inadmissibility of passive and un accusative 
verbs in causative constructions, which is illustrated in (6)): 

(6) a. Vi lot oversette boken 
We let translate book-the 

b. *Vi lot bli oversatt boken 
We let be translated book-the 

c. * Det ble Iatt oversette boken 
it was let translate book-the 

d. *Vi lot utkomme boken 
We let appear book-the 
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Perhaps problematic for such an account is the fact that the verbs need not 
be adjacent; as (7) shows, matrix arguments may intervene between them, 
though Christensen claims that here the underscored string has itself un­
dergone reanalysis, becoming a complex verb. 

(7) ?Boken ble anbefalt oss fors0kt oversatt 
book-the was recommended to-us attempted translated 

A different analysis of these constructions is offered by Hellan (1984), who 
suggests that the Complex Passive constructions are derived by lexical rule. 
There isn't sufficient time to rehearse the details of these analyses, so I will 
attempt simply to point out some differences between this construction and 
the Turkish IDP construction. One difference-the realization of the em­
bedded verb as a participle, rather than an infinitival form-I will presume 
has to do simply with the difference in the realization of passive in the two 
languages, though it is perhaps important that when the periphrastic pas­
sive is used, the passive auxiliary shows up only once-in the main clause. 

More interesting is the fact that the Norwegian Complex Passive appears 
with a much wider range of main verbs that the Turkish IDP (Engh counts 
84 different verbs in his sample of attestations) and that these are of a vari­
ety of semantic types. They include, apparently, all passivizable verbs taking 
clausal complements of any sort (control complements or finite comple­
ments), except for those whose complement clauses are obligatorily intro­
duced by a preposition, as in (8). 

(8) a. Det ble advart *(mot) a oversette boken 
It was warned (against) to translate book-the 

b. *Boken ble advart mot oversatt 
book-the was warned against translated 

Taraldsen proposes that this restriction is yet another consequence of the 
featural non distinctness condition on Projection Compounding. 
Christensen devotes considerable discussion to reconciling such an account 
with the fact that Norwegian apparently does have Verb-Preposition reanalysis 
in other cases, such as pseudo-passives like (9): 

(9) Boken ble advart mot 
Book-the was warned against 

The list of main verbs with which Complex Passives occur, according to 
Engh, includes factives, such as REPORT, as well as non-factives, such as TRY 
and BEGIN, as the examples in (3) show. Significantly, Engh reports that 
they also include such object control verbs as be 'ask', anbefale 'recommend', 
and tilby 'offer'. As (3b) and (3d) show, moreover, in Norwegian, unlike 
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Turkish, the matrix and embedded agents need not be understood as iden­
tical. This at least appears to suggest that there is nothing to gain from the 
extension of an INFL-to-INFL raising account to these Complex Passives, as 
Kornfilt has suggested is among the possibilities in Turkish, since the main 
empirical merit of such a move in Turkish and the Romance languages­
insuring restriction of the phenomenon to subject control predicates--does 
not apply in Norwegian. Moreover, Norwegian clearly does not satisfY the 
strong INFL condition such an analysis would appear to require, since Nor­
wegian has no person/number agreement morphology, and does not allow 
referential pro-drop. 

1 have nothing else to say about this construction except to note that it 
appears, on first consideration, to be amenable to a non-restructuring ac­
count of the sort proposed by Kornfilt for Turkish IDP's, and to remark that 
the literature on it, so far as 1 can determine, has failed to address many 
important questions, including whether there is evidence bearing on the 
monoclausalityversus biclausality of the construction (e.g., from scrambling, 
adverb cooccurrence, scope and the like). 

A second class of phenomena which come under consideration as poten­
tially involving reanalysis, as Kornfilt has noted, involves object agreement 
between main verb and embedded object in Hindi and Hungarian infinitive 
constructions. Examples are given in (10) and (11). (I am grateful to Erika 
Mitchell for providing me with the Hungarian examples and for bringing 
these facts to my attention. They are treated at length in Kiss (1987).). 

(10) raam-ne roTii khaanii caahii (MahaJan 1988) 
Ram-Erg bread-Fern eat-Inf-Fem want-Perf. Pst-Fern 

(11) (Examples from Erika Mitchell, p.c.) 
a. CEn) (egy) konyvet akarok probalni olvasni 

1 a book want-lsg.-INDEF try-Inf read 
'I want to try to read a book' 

b. CEn) a konyvet akarom probalni olvasni 
1 the book want-lsg.-DEF try-Inf read-INF 

'I want to try to read the book' 
c. CEn) a konyvtarban akarok olvasni konyvet 

1 the library-in want-lsg.-INDEF read-INF book-Acc 
'I want to read a book in the library' 

d. (En) a konyvtarban akarom olvasni a konyvet 
1 the library-in want-lsg.-DEF read-INF the book-Acc 

'I want to read the book in the library' 
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In Hindi, when the lower participle agrees in gender with the object (which 
it does optionally), the main verb must agree with that object as well. This is 
illustrated in (10). Mahajan analyzes these constructions as biclausal at all 
levels. He considers the possibility, following Kayne, that agreement here is 
accomplished through AGR-to-INFL-to-INFL raising, but rejects this alter­
native (on what seem to me to be insufficien t grounds I) in favor of an analy­
sis under which it is the object itself which is raised, successive-cyclically, to 
the main clause Spec Agr position. In that position it controls the main 
clause agreement directly. This in turn is followed by LF raising of the verb 
to L-mark the relevant nodes, similar to clitic climbing in the Romance lan­
guages. 

Such a movement could yield the observed order in (10) under the as­
sumption of leftward Specs. It is less obvious that this analysis can be ex­
tended to the apparently similar cases in Hungarian in (11), however. Here, 
the matrix verb again agrees with the embedded object with respect to the 
definiteness feature. This is true whether that object is in the matrix clause 
focus position to the left of the matrix verb, as in (11 a,b), ill in the expected 
embedded clause object position, to the right of the embedded verb, as in 
(llc, d). In the latter case, it seems improbable that the object has been 
moved to the matrix Spec Agr, since Hungarian has leftward specifiers. Kiss 
argues for a dual representation approach to these constructions, taking 
object agreement with the matrix verb as one of the major arguments for 
the monoclausal dimension of the representation. Alternatively, however, it 
appears as if they are likely candidates for an INFL-to-INFL raising approach, 
under which the lower clause object agreement is carried along by head to 
head movement to the matrix clause; such an approach would seem to have 
the advantage of accounting for the fact that the class of matrix predicates 
involved is apparently restricted to subject control verbs. However, some 
means would still have to be found to account under such an analysis for the 
other major argument for monoclausality advanced by Kiss-the relatively 
free scambling between matrix and embedded clause constituents in these 
constructions. 

Still further facts potentially bearing on the proper treatment of appar­
ent reanalysis constructions, from Finnish, are illustrated in (12). Again, I 
am thankful to Erika Mitchell for bringing these facts to my attention. The 
phenomenon they represent could be remotely related to the one just dis­
cussed for Hungarian, given the genetic relationship between the two lan­
guages, though it is of a rather different sort. In Finnish, the unexpected 
relationship between the matrix verb and the embedded object is not one 
of agreement, but of case assignment. 
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The facts are as follows: Singular objects of verbs in Finnish normally 
take the ending:!!, which is identical to the genitive case, as in (12a). How­
ever, in some contexts, including sentences containing modals of obliga­
tion, such as ~ 'must', the object takes a zero ending nondistinct from 
the nominative case. In Karlsson's pedagogical grammar of Finnish (1983), 
these surface nominative and genitive cases on objects are treated as mor­
phological variants of an abstract accusative case-an assumption reflected 
in my glosses. Evidence for this is provided by the fact that pronouns appear 
in distinct accusative forms in both contexts, and that in certain forms, in­
cluding the plural, objects in both contexts take the same ending, 1, which is 
again nondistinct from the nominative plural ending. This is illustrated in 
(12c, d). 

(12) a. Irma avaa ikkuna-n (Karlsson 1983) 
Irma opens door-Acc=Gen 

b. Minun t.aytyy ostaa kirja 
I-GSg. must buy book-Acc=Nom 

c. Selja avasi ikkuna-t 
Selja opened windows-Acc=Nom 

d. Minun t.aytyy avata kirja-t 
I-GSg. must open windows-Acc=Nom 

Significantly, as (13b) shows, 'must' also triggers the appearance of surface 
nominative case on the object of a clausal complement of the verb with 
which it occurs, even when the verb in question is an object-control verb, 
such as kaskea 'order'. Thus, in (13b), both the matrix object and the em­
bedded object appear in nominative case forms. As (13a) shows, in the 
absence of 'must', both the NP object of 'order' and the object of its clausal 
complement are in the genitive case. (In both cases, the verb also assigns 
lexical illative to its infinitival complement.) 

(13) (Examples from Erika Mitchell, p.c.) 
a. Mina haluan kaskea tuon miehen maalaamaan talon 

I-Nom want-lsg. order that-A=G man-A=G paint-Ger-Ill house-A=Gen 
'I want to order that man to paint the house.' 

b. Minun t.aytyy kaskea tuo mies maalaamaan talo 
I-G must order-lINF that-A=Nom man-A=N paint-Ger-Ill house A=Nom 

c. Mina haluan kaskea hanet yrittamaan maalata talon 
I-Nom want order-lINF her-Acc try-Ger-Ill paint-INF house-A=Gen 

d. Minun taytyy kaskea hanet yrittamaan maalata talo 
I-Gen must. order-lINF her-Acc try-Ger-Ill paint-INF house-A=Nom 

That is, once again we see an apparently non-local dependency between a 
matrix clause INFL and an embedded clause object-of a sort that makes us 
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think of reanalysis. This kind of extended assignment of nominative/ accu­
sative case, apparently down into the embedded clause, occurs only in 
complement infinitive clauses. As the examples in (13e) and (f) show, the 
presence or absence of 'must' in the matrix clause has no effect on the case 
of an object contained in an infinitival adjunct clause. 

e. Heitin poikaystavani pois aloittakseni uuden elaman 
toss-P-Isg. boyfriend-A=G-Isg. away start-Inf-Trans-lsg. new life-A=G 
'I got rid of my boyfriend so I could start a new life.' 

f. Minun taytyi heitaa poikaystavani po is aloittakseni uuden elaman 
I-Gen must toss boyfriend-A=G-1 sg. away start-Inf-1 sg. new lifeA=G 
'I had to get rid of my boyfriend so I could start a new life.' 

Erika Mitchell is currently undertaking an extensive examination of the 
properties of these constructions, but I will venture a few possibly prema­
ture speculations about them. The primary question is why the object of 
the apparent complement clause should behave as if it were the object of 
the main clause for purposes of case determination. CP-transparency by 
itself will not provide a sufficient answer, since that would yield only exter­
nal government of the embedded subject-not the embedded object. Ob­
ject raising of the sort that Mahajan suggests for Hindi is counterindicated 
by the order of constituents. Alternatively, one could imagine that it re­
mains an embedded clause object, but that its case is determined by the 
content of the matrix INFL by way of transmission of the relevant case fea­
ture from the main to the embedded clause INFL-mediated, possibly, by 
INFL to INFL raising and resultant coindexing. Problematic for such an 
account is the fact that these Finnish constructions (unlike those in Hun­
garian) are apparently not subject control constructions, as such an analysis 
would seem to predict given the assumption that I-to-I raising will result in 
coindexing of subjects (cf. (13d) . Another possibility, of course, is that the 
constructions in question involve a dual representation, and the embedded 
object is, at some level, in fact a main clause object. In conclusion, there­
fore, it appears that neither CP-transparency nor I-to-I raising can provide a 
sufficient account for all apparent restructuring phenomena. 

I will conclude by examining one more possible instance of reanalysis, 
discussed in Harbert and Srivastav (1988). This involves the partial trans­
parency of certain types ofinfinitival complements in Hindi and German to 
binding. For the sake of brevity, I will refer just to the facts of German. The 
Hindi facts, noted for the first time in our paper, are parallel in most rel­
evant respects. In German causative constructions with lassen 'let', anaphors 
contained in adjunct phrases within the complement clause, as in (15a), but 
not in subcategorized object positions within that clause, as in (I5b,c,d), 
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may be bound to the higher subject. This was pointed out by Reis (1976) 
(whose examples we use here), and in much subsequent literature. 

(14) a. ashok ne lalitaa se apne liye caay banaane ko kahaa 
Ashok Erg Lalita-Obj self for tea to-make-prt said 

b. siita ne raadhaa ko apnii bahan ke saath khelne ke liye kahaa 
Sita Erg Radha Obj selfs sister with to play asked 

c. jQ!! ne merii ko [PRO apne liye kamiiz laane ko] kahaa 
John Erg Mary to self for shirt bring asked 

d. * Ashok-ne Lalitaa-ko [PRO apnaa/uskaa vaadaa yaad kame] ko kahaa 
Ashok-Erg Lalita-to selfs/his promise remember-Inf said 

e. * Ashok-ne Lalitaa-ko [PRO apnaa/uskaa khayaal rakhne] ko kahaa 
Ashok-Erg Lalita-to selfs/his thought keep-Inf said 
'Ashok told Lalita to take care of self 

f. *Ashok-ne Lalitaa-ko [s PRO [apne baare] me bataane-ko] kahaa 
Ashok ERG Lalita-to self about to-tell said 

(15) a. weil Hans [Peter fur sich /(ihn) arbeiten] laBt/sah 
because Hans Peter for self/him to-work lets/saw 
'because Hans let/saw Peter work for him' 

b. *weil Hans [Maria sich toten] lieB 
because Hans Maria self kill let 
('because Hans let Maria kill him') 

c. ? *Emma lieB Fritz lange und ungeduldig urn sich werben ... 
Emma let Fritz long and impatiently for self sue 
('Emma let Fritz court her long and impatiently') 

d. *Nur mit Unbehagen lieB Fritz [den Reporter aus sich einen Helden 
machen] 

Only with uneasiness let F. the reporter out-of self a hero make 
(,Only with uneasiness did Fritz let the reporter make a hero ofhim') 

A CP-transparency /S'-Deletion account of a sort has been suggested here 
in work by Grewendorf (1983). The idea was, roughly, that adjuncts phrases 
like the one in (l5a) are outside ofVP in German, and therefore governed 
by the matrix verb by Exceptional Government. Having two governors, and 
therefore two Governing Categories, the anaphor has the option of being 
bound in the higher one. We argue against this account on two grounds. 
First, we believe that the claim that all such adjunct phrases are outside of 
VP is untenable, in view of the fact that these phrases can be moved along 
with the verb in VP topicalization. Second, we note that an account in terms 
of S '-Deletion and consequent Exceptional Governmen t does not extend in 
a straightforward way to the apparently parallel Hindi facts. As the contrast 
between (l4c) and (l4f) shows, Hindi exhibits a similar asymmetry in bind-
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ing between adjuncts and arguments. Here, however, the complement 
clauses are control complements. The matrix verb, therefore, cannot gov­
ern down into the embedded IP here, given the standard assumption that 
PRO must be ungoverned. 

Other analyses suggested for these facts, we claim, have not been more 
successful. Such Verb Raising constructions do seem to be of a dual nature. 
In certain respects it appears as if they must be biclausal. The (accusative) 
apparent subject of the embedded clause, as well as the matrix subject, is a 
potential binder for anaphors occurring in the complement. Since binders 
of reflexives must be subjects in German, this fact supports a biclausal analy­
sis, as does the fact that such NP's (in some cases) also trigger the SSC 
effect. On the other hand, certain other facts-including the availability of 
the main clause subject as an antecedent for embedded anaphors under 
certain circumstances-suggest a monoclausal analysis (cf. especially Evers 
(1975) for further arguments). This duality has traditionally been accounted 
for derivationally, by positing a syntactic rule of Verb Raising, Clause Union 
or Reanalysis to mediate between the two structures, by converting the 
biclausal structure into a monoclausal one. However, this seems to be insuf­
ficient, since the Hindi and German facts suggests that the duality exists at 
the single level at which Binding Theory applies. A derived monoclausal 
structure gives the wrong results for arguments, while a biclausal represen­
tation gives the wrong results for anaphors. An anaphor raising analysis 
would similarly seem to be counterindicated, since it is not clear why such 
raising should be possible from adjuncts but not from arguments. It has 
been suggested recently e.g., by Haegeman and van Riemsdijk (1986), that 
there may be advantages to assuming that the two representations are not 
ordered sequentially in a derivation, but exist 'simultaneously'. Our pro­
posed alternative account is based on this idea of parallel structural repre­
sentations. 

In particular, we propose that each sentence containing a Verb Raising 
predicate like lassen is associated at S-structure with two phrase markers 
(dimensions). One of these-illustrated by the (simplified) structure in 
(16a)-is a full representation of the argument structure of the construc­
tion. We refer to this representation as Propositional Structure dimension. 
The other representation-illustrated by the stricture in (16b)-reflects the 
mono clausal 'surface constituent structure' identified by such processes as 
gapping (cf. Evers (1975». We refer to this as the alpha-Structure dimen­
sion. 

(16) a. [s [NP Hans] [yp [s [NP Maria] [yp sich toten] [y leiB]]] 
b. [s [NP Hans] [yp [s [NP Peter] [yp [. fUr sich] [y arbeiten liiBt]]] 
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We propose that Principle A of the Binding Theory can, in principle, be 
satisfied by reference to either dimension. For adjunct anaphors in Ger­
man and Hindi constructions of the type in question, this makes the right 
prediction. If they are bound in the Propositional Structure representa­
tion, the only possible antecedent, given the SSC sub case of principle A, is 
the embedded clause subject. If they are bound in alpha-Structure, given 
the subject-antecedent requirement, only the matrix subject is a possible 
antecedent. This twofold possibility corresponds to the facts. It remains to 
be determined, however, why anaphors contained in argument phrases in 
the complement clause cannot have the higher subject as an antecedent. 
We can achieve this result by requiring that they be bound in the Proposi­
tional Structure dimension, where the SSC would preclude binding to the 
main clause subject. We believe that this requirement can be derived in 
turn from the Projection Principle. The Projection Principle requires that 
arguments be present at every level of structure. Let us assume that that 
means, in the present case, that they must be represented in both the Propo­
sitional Structure and alpha-Structure dimensions. We propose that an 
anaphor in a subject-antecedent language may be bound to an antecedent 
which is a subject in at least one dimension of an S-structure representation, 
so long as Principle A is not violated in any dimension in which it occurs. 
Consider the argument anaphor sich in the top example in (16). If it is 
bound to the embedded subject Maria, it satisfies both requirements of Bind­
ing Theory. It is subject-bound (bound to an NP which is a subject in at 
least one dimension), and the binding satisfies the domain restriction of 
Principle A in both dimensions. Thus, the lower-clause antecedent inter­
pretation is possible. However, if it is bound to Hans, then the resultant 
indexing in Propositional Structure, [Hansi ." [Mariak".sich i".]] will violate 
Principle A. 

A similar violation can be avoided in the case of anaphors in adjunct 
phrases if we assume, along lines suggested by Lasnik and Saito (1984), that 
the presence of adjuncts is not enforced by the Projection Principle. Thus, 
an adjunct phrase like fUr sich in the bottom example in (16) need not be 
present in both dimensions. It may be absent from Propositional Structure 
dimension, for example, and accordingly sich may be bound to the 'matrix' 
subject in the alpha-Structure dimension without producing an SSC viola­
tion in the Propositional Structure dimension.2 (Of course, if the adjunct 
containing the anaphor were missing in both dimensions, it would have no 
phonological realization. Nor, assuming that indices are assigned to anaphors 
at S-structure, would the anaphor be assigned an interpretation.) 

The phenomena listed here, of course, are just a few of the possible in­
stances of restructuring that must be considered in deciding the question of 
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the status of that process in the theory of grammar. In introducing and 
providing an alternative analysis for one such instance, with properties quite 
different from the others that have been observed, Kornfilt has made an 
important contribution toward that end. 

NOTES 

1. One of his arguments has to do with scope-in the example with main clause 
agreement, the object NP is understood to be outside of the intension of the main 
verb. 
2. Compare Aoun (1982:271, note 45) for a similar suggestion. Aoun notes the 
apparent existence of an adjacency condition which is sensitive to intervening argu­
ments but not intervening nonarguments, and argues for conditions for which ad­
juncts may be invisible. 
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HOWARD LASNIK 

CASE AND EXPLETIVES: 
NOTES TOWARD A PARAMETRIC ACCOUNT* 

It will be the purpose of this paper to explore a number of phenomena and 
problems revolving around the general issue of Case assignment, especially 
as concerns expletive NPs. The question of why expletives require Case, 
which has become a difficult one under several recent theories, will come 
under particular scrutiny. Recent proposals of Chomsky (1986) concerning 
expletives and of Belletti (1988) will (eventually) be considered in some 
detail. Evidence will be offered for Belletti's proposal that Case transmis­
sion does not exist, and, consequently, that even arguments associated with 
expletives must be directly Case-marked. Certain problems that this raises 
for the analysis of expletives of Chomsky (1986) will be examined and a 
refinement of Chomsky's expletive replacement will be offered. 

In the time since the theory of abstract Case was first proposed by Jean­
Roger Vergnaud, there have been two different instantiations of the basic 
idea. The original one, essentially Vergnaud's, is developed in Chomsky 
(1980). Basically for morphological reasons, every lexically realized NP must 
be assigned abstract Case. An example like (1) is straightforwardly ruled 
out as a violation of this morphological filter, as seem is not a Case assigner. 

(1) *It seems Oohn to be here] 

Under this approach, constructions involving WH-movement are treated in 
the same way: it is the lack of Case on who that is responsible for the 
ungrammaticality of (2). 

(2) *Who does it seem [1 to be here] 

In Chomsky (1980), Case is assumed to be assigned prior to WH-movement 
(or as part of the movement operation), thus allowing (3), with nominative 
Case borne by who. 

(3) Who does it seem [ 1 is here] 

Lasnik and Freidin (1981) point out a problem for this approach. Note first 
that, as one might expect, (4), with a relative operator, has just the status of 
(3), with its question operator, and that (5) hasjust the status of (2). 

(4) The man who it seems [ 1 is here] 

(5) *The man who it seems [1 to be here] 

Now in general, a relative operator need not overtly appear. [Lasnik and 
Freidin assumed the COMP deletion rule of Chomsky and Lasnik (1977).] 
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But (5) is not improved by the elimination of who: 

(6) *The man it seems [ ! to be here] 

163 

Apparently, no requirement on who can be relevant. Thus, Lasnik and Freidin 
concluded that along with lexical NPs, the trace ofWH movement must be 
Case-marked. l While this correctly describes the facts, it strips the Case fil­
ter of its intuitive morphological motivation, since WH-trace presumably 
has no morphological realization. 

Chomsky (1981), based on a proposal of Aoun (1979), suggests an alter­
native view of the Case filter which overcomes this difficulty. On this alter­
native, lexical realization is not the crucial property. Rather, argument-hood 
is. To be 'visible' for 9-marking at LF, an argument must have Case. A 
Caseless argument will then be in violation of the 8-criterion. This accounts 
for all of the examples considered thus far, including those involving WH­
trace, which is, of course, an argument. Two new problems are created, 
however, as is well known. The first is evident in the contrast between (7) 
and (8): 

(7) *1 tried [Uohn to be here]] 

(8) 1 tried [[PRO to be here]] 

(7) is correctly excluded by the Case filter, on either interpretation of that 
constraint. A morphologically realized argument,John, is Caseless, since it 
is ungoverned, there being no S' deletion with try. But in the grammatical 
(8), PRO is also Caseless. Thus, on the visibility account, (8), like (7), should 
constitute a violation of the 8-criterion at LF. There are various stipulations 
in the literature aimed at this problem, none of them entirely satistying. 1 
will have little to contribute to this issue here, but see Lasnik (1992) for 
some speculations. 

The second problem, which 1 will examine in some detail, involves the 
distribution of expletives. Expletives, like lexical arguments, must have Case, 
as seen in (9) and (10). 

(9) *It seems [there to be a man here] 

(10) *1 tried [there to be a man here] 

A simple visibility analysis would not predict this. Since there is not an argu­
ment, it should not have to be visible for 8-marking. The answer that has 
frequently been suggested is that in examples like (9) and (10), visibility 
ultimately imposes a requirement not on there, but rather, on a man. Since 
the latter NP is an argument, it must be visible for 9-marking, and this visibil­
ity must come via Case marking on the associated expletive. Following Safir 
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(1982), I will refer to this general approach as 'Case transmission'. Chomsky 
(1986, p.135) presents one recent version of this idea: 

(11) A CHAIN is Case-marked if it contains exactly one Case-marked 
position; a position in a Case-marked CHAIN is visible for a-marking. 

The notion CHAIN encompasses standard (A-)chains, as well as expletive 
argument pairs. In (12), There and a man constitute a CHAIN, indicated 
here by co-superscripting. 

(12) Therei is a man i here. 

Both (9) and (10) are excluded, as required. In both instances, according 
to this analysis, the CHAIN is not visible for a-marking. Hence, in both 
instances, an argument, a man, winds up with no a-role. 

This account relies on an assumption which, to my knowledge, has not 
actually been justified in the literature. The assumption is that in the ex­
amples under consideration, a man could not be assigned Case by be, and 
therefore must receive Case via transmission.2 In fact, a potential argument 
does exist. [A counter-argument does too, as will shortly become evident.] 
Note that in the existential constructions under consideration, a man need 
not be adjacent to be: 

(13) There is usually a man here. 

Yet there is generally an adjacency requirement on Case assignment in En­
glish, as discussed by Chomsky (1981) and Stowell (1981). The effects of 
this requirement are seen in (14). 

(14) *1 heard usually a car. 
(cf. I usually heard a car) 

Thus, the grammaticality of (13) provides some motivation for the Case trans­
mission mechanism. There transmits nominative Case to the otherwise 
Caseless argument a man, which thereby becomes visible for 9-marking. 

Consider now a slightly more complicated example: 

(15) There is likely [1 to be someone here] 

Here, the CHAIN has three members, There,1, and someone. Case is 'trans­
mitted' from nominative There to someone, via 1. At this point, a difficulty 
emerges. Consider (16). 

(16) *There is likely [someone to be here] 

In (16), There and someone constitute a CHAIN (or a portion of a CHAIN; see 
below). Further, the positions in this CHAIN are a subset of those in the 
CHAIN in (15). Yet in (15), transmission succeeds, while in (16), it evi-
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dently fails. There is no obvious reason that this should be SO.3 

Chomsky (1986, p.92) points out a further problem, which I will argue is 
related to the one just noted. Even though there in (17) is clearly in a posi­
tion to which Case can be assigned (by consider), the example is nonetheless 
ill-formed. 

(17) *We consider [there a man in the room] 

The question is why this does not have the status of (18). 

(18) We consider [there to be a man in the room] 

(19) is a similar construction. 

(19) I want [there *(to be) someone here at 6:00] 
cf. I want [someone (to be) here at 6:00] 

Notice that there is no general prohibition against there as (surface) subject 
of a small clause: 

(20) We consider [there l likely [tl to be a man in the room]] 

All of these facts are mysterious under a transmission account. In each 
instance, Case ought to be transmitted via links of the CHAIN from the 
expletive to the argument. On the other hand, all of (16-20) would receive 
a simple explanation under a reactionary revision of Case theory, as in (21). 

(21) Case is assigned only under government by a Case assigner. 

Suppose, in accord with (21), that there is no Case transmission. (16) is 
then out because someone is not governed by any case assigner, hence is 
Caseless. Exactly the same is true of a man in (17). In both examples, there 
is Case-marked, but under (21), that is of no benefit to the argument NP. 
Finally, in (18), in the well-formed version of (19), and in (20) the argu­
ment NP is governed by be. Ifwe reject the standard assumption and take be 
to be a Case assigner, this is just as expected.4 

We are now left with two new (or very old) questions. Why do expletives 
need Case, ifnotfor reasons of transmission? And why is (13) with its appar­
en t violation of adjacency grammatical, given that (14) is not? I defer the 
first of these questions until a later section. The second question, which 
constituted the potential argument I offered for Case transmission, I turn to 
immediately. Consider in this connection another pair of examples that 
contrast in something like the way (13) and (14) do: 

(22) A car is not here. 

(23) *1 heard not a car. 
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There are a number of accounts of this contrast in the literature, going back 
to Chomsky (1955).5 For concreteness, let us examine a variant of the analy­
sis in Lasnik (1981). There, it was proposed that the category Aux (INFL in 
recent work) in a finite clause consists of Tense (AGR in recent work) and, 
optionally, an auxiliary verb position. This position might be filled at D­
structure, by a modal, as in (24). 

(24) John [Aux Tense [y will]] [yp leave] 

Or the position might be base-generated empty, and dummy verb do inserted: 

(25) John [Aux Tense [y do]] [vp leave] 

Note that these two possibilities are analogous to two possibilities for NP 
positions, with the first case similar to that of a base generated argument 
and the second similar to an expletive. The third possibility for an NP posi­
tion, namely, as a target for movement, was also argued to exist for the aux­
iliary verb slot. In particular, a [+auxiliary] verb can 'raise' into an empty 
auxiliary verb position. This is what is involved in (22). Thus, the S-struc­
ture is as in (26). 

(26) [[A car] [Tense bel] [not 11 here] 

This v-raising process is, essentially, the v-to-I of Chomsky (1986a). Note 
that, at least in overt syntax, the operation is limited to auxiliary verbs (for 
English), as shown by the ungrammaticality of (23) above. Hear is not [+aux], 
hence it cannot raise. Plausibly, this follows from some version of the struc­
ture preserving constraint.6 In the traditional literature of generative gram­
mar, again going back to Chomsky (1955), there is substantial further evi­
dence for this dichotomy between auxiliary verbs and 'main' verbs. The 
contrast below is neatly accounted for in those terms. 

(27) Is a car here 

(28) * Heard I a car 

The Aux in (27) contains be, via raising, but the one in (28) does not contain 
hear, since the latter is not [+aux], hence cannot raise. 

We are now in a position to look more closely at the mysterious (13), 
repeated here as (29). 

(29) There is usually a man here. 

Recall that the difficulty is that a man appears to be in a position to which 
Case cannot be directly assigned (because of the adjacency requirement). 
However consider the S-structure of (29), under the v-raising analysis: 

(30) There [Tense bel] [usually 11 a man here] 
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As before, a man is not adjacent to be. However, that NP is adjacent to the 
trace of be. If we accept the null hypothesis that a trace has the syntactic 
properties of the moved item, then a man in (30) is in a configuration of 
Case assignment, with the trace of be the Case assigner. This answers the 
major empirical objection noted above to taking be as the Case assigner in 
existential constructions generally. 

There is further evidence for the general approach advocated here. It is 
crucial to such analyses of the auxiliary that at most one auxiliary verb can 
raise to Inft. This restriction accounts for such contrasts as the following. 

(31) Will a car be here 

(32) *Will be a car here 

(32) is excluded since will has raised to Inft thus preventing the raising of be. 
As a consequence, be cannot front to COMP along with Inft. (33-34) display 
the same effect. 

(33) A car will not be here 

(34) * A car will be not here 

Structure (35) provides no target position for raising, so be must remain in 
the VP, to the right of not. 

(35) [[Acar] [Tensewill] [not be here]] 

Given this, a prediction emerges for existential constructions. If the right 
analysis of the lack of Case adjacency effects in (29) is to be provided by a 
derivation resulting in structure (30), then when raising is inapplicable, 
adjacency effects should emerge. This is just what we find. We have just 
seen that when there is a modal in Inft, raising is prevented. Consider, then, 
an example like (29), but with a modal: 

(36) ?*There will be usually a man here 

This is substantially degraded, having nearly the status ofa classic Case adja­
cency violation as in (14), repeated as (37). 

(37) *1 heard usually a car 

In both (36) and (37), the argument is separated from its nearest potential 
Case assigner, the overt verb in each case, by the intervening adverb. Fur­
ther, there is no possibility of an adjacent verb-trace, since there is no possi­
bility of raising. Thus, as predicted, while (29) is only an apparent adja­
cency violation, (36) is a true violation. 

There is another property of raising that is relevant to the present discus­
sion. It was argued in Lasnik (1981) that raising only takes place if the Aux 
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contains Tense.? A contrast such as (38) v. (39) is elegantly explicable in 
these terms. 

(38) a. John is not noisy 
b. John [Tense bel] [not tl noisy] 

(39) a. *Be not noisy 
b. [IMP e] [not be noisy] (-> Do not be noisy) 

The Aux in (39) does not contain Tense, but rather, the Imperative affix. 
[That there is an affix here, rather than nothing at all, is argued for in some 
detail in Lasnik (1981).] Now note that infinitivals pattern with imperatives 
in this regard, which is to be expected if Tense is the required trigger for 
raising. 

(40) ?*I believe John to be not here. 
cf. I believe John is not here. 

(41) ?* I believe John to be not singing. 
cf. I believe John is not singing. 

Without raising, (40) and (41) become completely acceptable: 

(42) I believe John not to be here. 

(43) I believe John not to be singing. 

Consider now existential constructions in infinitival clauses. Since raising is 
blocked, in contrast to the situation with finite clauses, all apparent adja­
cency violations should be true violations, as there will be no possibility of a 
trace of be to serve as a Case assigner. Once again, the prediction of the 
theory is confirmed. In both (44) and (45), a solution fails to be adjacent to 
a Case assigner (or the trace of one), and the examples are bad. 

(44) *1 believe there to be not a solution. 

(45) *1 believe there to be usually a solution. 

Compare (46-47), where the argument is adjacent to be. 

(46) I believe there not to be a solution. 

(47) ? I believe there usually to be a solution. 

Also compare (48-49), where adjacency is superficially violated, but where 
the argument is actually adjacent to a Case assigner, namely, the trace of 
raised be. 

(48) I believe there is not a solution 
............. [Tense bel] [not tl a solution] 
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(49) I believe there is usually a solution 
............. [Tense bel] [usually tl a solution] 

It is important to note that not only do all of these facts fall out neatly from 
the hypothesis that be (or its trace) is the Case assigner, but also that Case 
transmission seems incapable of giving the right contrasts. If it is not be that 
is responsible for the Case on the argument, why should there be adjacency 
effects involving be? 

In addition to existential constructions involving be, there are certain some­
what marginal 'unaccusative' constructions with there. (50) is such an ex­
ample. 

(50) ?There arrived a bus. 

Just the same questions arise here as did in sentences with be. Is the Case on 
the argument assigned by the verb or is it transmitted from the expletive? 
Significantly, adjacency effects do obtain here: 

(51) ?There usually arrives a bus (at this time) 

(52) *There arrives usually a bus (at this time) 

Once again, this would not be expected under Case transmission. Before 
concluding that this paradigm argues for direct Case assignment, however, 
it will be important to consider why the apparent adjacency violation in (52) 
is a real one, unlike that in (13), repeated as (53). 

(53) There is usually a man here 

Recall that the account of the well-formedness of (53) relied on the (inde­
pendently motivated) process of verb raising. Thus, in (53), a man is adja­
cent to a Case assigner, the trace of be. Why could the same not be true of 
(52)? The answer is straightforward. Raising is limited to auxiliary verbs. 
Arrive displays none of the characteristic properties associated with raising. 
It can neither move to a position before not, as seen in (54), (55) nor can it 
undergo inversion with the subject, as seen in (56).8 

(54) *There arrived not a bus [?There did not arrive a bus] 

(55) *A bus arrived not [A bus did not arrive] 

(56) *Arrived a bus [Did a bus arrive] 

Thus, assuming the standard adjacency requirement on Case assignment, 
Case transmission is disconfirm ed, and, correspondingly, (57) is supported. 

(57) 'Unaccusatives' and be are Case assigners. 

On the other hand, if there is no adjacency requirement as such, all of its 
seeming effects simply following from constraints on verb raising, Case trans-
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mission might still remain as a viable option. But shortly we will see that 
even when v-raising is not at issue, Case transmission gives incorrect results. 

Given (57), the fact that expletives require Case cannot follow from Case 
transmission. Further, as hinted above, there is substantial evidence that 
Case transmission does not even exist. Thus, we must seek an alternative 
account of this Case requirement. Chomsky (1986) provides the basis for 
one possible solution to this problem. Noting the fact, reported by Burzio 
(1986), that expletive-argument pairs have the locality properties of NP 
movement chains, Chomsky proposes that at LF, they are such chains. For 
example, under this proposal S-structure (58) becomes LF (59), by what we 
might call expletive replacement (simply a special case ofNP movement). 

(58) There arrived a man 

(59) A man; arrived t; 

The S-structure position of an expletive thus becomes the LF position of the 
head of an argument chain. Then the following principle, from Chomsky 
(1986), might give the desired consequence.9 

(60) If C=(a1, ... ,an) is a maximal CHAIN, then an occupies its unique 
a-position and a1 its unique Case-marked position. 

This seems to guarantee that expletives are Case-marked. There are, how­
ever, certain difficulties with this. First, as we have seen, CHAINs do not 
have a unique Case-marked position. Both the expletive and the argument 
must be in Case-marked positions at S-structure. Further implications of 
this fact will be explored below. Second, even putting this question aside, 
(60) incorrectly predicts that a CHAIN could have a non-Case-marked inter­
mediate expletive. But this is never possible. Thus, (61) is bad even though 
at LF, it should be identical to (62). 

(61) *There is likely [there to be a man here] 

(62) A man is likely [1 to be 1 here] 

We now have at least two related mysteries to deal with: 1) Why must 
expletives be Case-marked at S-structure? We have seen that this does not 
entirely follow from any independent property of chains. 2) Why must ar­
guments (other than PRO) be Case-marked at S-structure, even when they 
are associated with Case-marked expletives which they will replace at LF? I 
will suggest an approach to these mysteries. 

As noted earlier, Chomsky (1986) suggests a reduction of the Case re­
quirement on arguments to a visibility requirement on LF 8-marking. Thus, 
Case filter violations are actually violations of the 8-criterion, hence, of the 
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Projection Principle. This approach raises certain empirical and concep­
tual questions. Empirically, we have seen that it does not suffice, even for 
arguments, since a non-Case-marked argument should then be able to move 
to the position of a Case-marked expletive at LF, and thus become visible for 
a-marking. Conceptually, the question arises as to why LF should be the 
unique level that must satisfy a requirement that ultimately follows from the 
Projection Principle, a requirement on all syntactic levels. Both of these 
problems, the empirical one and the conceptual one, disappear if the vis­
ibility requirement is imposed upon S-structure as well as LF. An example 
such as (16) above, repeated here as (63), will run afoul of the visibility 
requirement at S-structure, hence will violate the Projection Principle at 
that level. 

(63) *There is likely [someone to be here] 

And, as far as S-structure is concerned, the conceptual problem straight­
forwardly disappears. Both S-structure and LF must conform to the require­
ment. Paradoxically, however, D-structure-the level that ought to be most 
closely associated with 9-marking-need not conform. As is well known, the 
D-structure position of an argument need not be one to which Case can be 
assigned. Simple passive or raising constructions illustrate this, as in (64)a, 
the D-structure of (64)b, or (65)a, the D-structure of (65)b: 

(64) a. ~ was arrested John 
b. John was arrested! 

(65) a. ~ is likely [John to leave] 
b. John is likely [ ! to leave] 

It is not clear how these conform to the Projection Principle. A plausible 
answer lies in a consideration of the role that visibility plays in the system. 
Visibility distinguishes between NPs that lack a crucial licensing property, 
Case, and those that have this property. But at D-structure, there is no such 
distinction to be made, at least with respect to structural Case.\O No NPs 
have this feature, given that Case is not assigned until S-structure. It would 
not be reasonable for a feature that doesn't exist at a level to be required at 
that level. 

With this basis for limiting Case visibility to S-structure (and later) repre­
sentations, I now suggest that visibility be extended in scope. Suppose that 
it is not merely a constraint on the operation of a-marking, but on the op­
eration of movement as well. Then, to be visible as the target of move­
ment, an A-position must have Case, if, in principle, it could have Case. 
After S-structure, then, a Caseless A-position will not be a visible target. 
Consider again S-structure (61), repeated as (66). 
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(66) *There is likely [there to be a man here] 

Since the lower there is Caseless, it will not be visible for LF expletive substitu­
tion. At the level ofLF, this therewill still remain, and Chomsky's principle 
of Full Interpretation, which demands that everything present at LF have 
semantic import, will be violated. ll The S-structure Case requirement on 
expletives now follows completely.12,13 

Having established that expletives must be assigned Case, and that their 
associated arguments must independently be assigned Case also, I turn next 
to a consideration of the nature of the Case assigned to those arguments. 
Belletti (1988) presents a detailed analysis of a variety of constructions that 
depends crucially on the assumption that there is no Case transmission and, 
hence, that unaccusatives assign Case. We have seen substantial evidence in 
support of this assumption above. Further, she argues that the Case assigned, 
which she calls 'partitive', "selects an indefinite meaning for the NP that 
carries it." This proposal, along with the assumption motivated above, makes 
possible Belletti's account of the 'definiteness effect' seen in a wide range of 
existential constructions, among others. If unaccusatives do not assign ac­
cusative, but do assign partitive, then, as Belletti shows, familiar contrasts 
such as those in (67) follow immediately: 

(67) a. There arrived a man. 
b. *There arrived the man. 

The complement of arrive must have Case at S-structure (for reasons pre­
sented above), and that Case could not be assigned by transmission. Hence, 
arrive itself must be the Case assigner. Under Belletti's proposal, the parti­
tive Case it assigns will be entirely compatible with the meaning of the in­
definite a man, but will be incompatible with the meaning of the man. 14 

Belletti considers the properties of partitive Case and concludes that it is 
not a structural Case, like accusative or nominative, but rather, is an inher­
ent Case, in the sense of Chomsky (1986). I believe that she has in mind 
three reasons for this conclusion. The first is that, as noted just above, this 
Case is associated with a semantic property, whereas accusative and nomina­
tive Case generally are not. Notice that while this is suggestive, it is not 
conclusive, given that the core characteristic of inherent Case in Chomsky's 
sense is that it be associated specifically with a thematic property. That is, it 
does not appear that anything excludes the possibility that a structural Case 
involve a quantificational property. The second reason involves the fairly 
widespread assumption that the trace of NP movement must not be in a 
Case-marked position. A constraint to this effect is a way of capturing half of 
'Burzio's generalization', and it is discussed at length in Chomsky (1986). 
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As Belletti observes, the problem for this generalization and/or constraint 
is that the moved versions of unaccusative constructions seem to flagrantly 
contradict it, on her account. The trace in (68) is in a position to which 
partitive Case would be assigned. 

(68) A manj arrived tj 

Belletti indicates that if partitive Case is inherent, then Burzio's generaliza­
tion can be limited to structural Cases, and the contradiction disappears. 
Interestingly, however, as Belletti points out, it is necessary to make partitive 
Case assignment optional, even apart from these considerations. Inherent 
Case, for Belletti and for Chomsky, is assigned at D-structure. Consider, 
then, (69a) , the D-structure of (69b): 

(69) a. f. arrived the man 
b. The man. arrived t. 

I I 

Under the assumption that partitive Case is inherent, if it were obligatory, 
then at D-structure it would necessarily be assigned to the man in (69)a. As a 
result, (69b) would be incorrectly predicted to have the status of (70), with 
a definite expression receiving incompatible partitive Case. 

(70) *There arrived the man 

Belletti concludes that a special property of partitive Case is that it is as­
signed only optionally. But under this assumption, the prohibition on Case­
marked trace can be maintained in full generality. Now note that one might 
conjecture that Case assignment more generally should be optional. Mter 
all, a stipulation of obligatoriness of Case assignment is almost entirely re­
dundant with the Case filter (whether construed as a morphological filter, a 
licensing condition, or a visibility condition). And, in fact, it is difficult to 
find ill-formed examples excluded by the constraint on Case-marked trace 
(this constraint constituting the only reason for Case assignment to be obliga­
tory) and by nothing else. 15 To the extent that this is true, this potential 
argument for treating partitive Case as inherent is mitigated. 

The third reason for thinking that partitive Case is inherent is the most 
compelling. In fact, it seems to me decisive: First, Belletti shows that in 
Italian, passive verbs can assign partitive Case. That is, she shows that the 
object of a passive can receive Case, and that in such a circumstance, there is 
a definiteness effect. She gives the following examples, among many others. 

(71) E stato messo un libro suI tavolo 
has been put a book on the table 

(72) *E stato messo illibro suI tavolo 
has been put the book on the table 
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Next, she shows that certain verbs such as considerare 'consider' can excep­
tionally Case mark into a small clause: 

(73) Ho sempre considerato [scGianni intelligente] 
I always have considered Gianni intelligent 

This exceptional Case is presumably accusative here. There is no definite­
ness effect. Further, when pronominal, the subject of the small clause shows 
up as an accusative clitic: 

(73') L'j ho sempre considerato [sc e j intelligente] 

The conclusive fact is that when considerare is passivized, it can no longer 
take a small clause complement with an overt subject: 

(74) * Sono considerati [alcuni studenti intelligenti] 
are considered some students intelligent 

Given that considerarecan take a small clause, that structural Case marking is 
possible into a small clause, and that passive verbs can assign partitive Case, 
(74) should be perfect, if partitive Case is structural. If, on the other hand, 
partitive Case is inherent, Case assignment will be blocked in this construc­
tion, since alcuni studenti is not the complement of considerati. Inherent 
Case is, by definition, assignable only under 9-marking. Thus, alcuni studenti 

winds up Caseless and the example is correctly excluded. 
While, as I indicated above, I find this argument compelling, there is 

contrary evidence that partitive Case is, structural. Consider again an En­
glish sentence such as (75). 

(75) There is a man in the room 

The standard definiteness effect obtains here: 

(76) *There is the man in the room 

Hence, the Case assigned must be partitive, given Belletti's account. Consis­
tent with this, Belletti suggests that here, as in the Italian examples, the Case 
is assigned to a complement (rather than 'exceptionally' to the subject of a 
complement). That is, following Williams (1984), she suggests that every­
thing after is is one NP, and that that NP receives (inherent) partitive Case. 
But there is reason to doubt this suggestion, and to favor the small clause 
analysis of Stowell (1981): 

(77) There is [sc a man in the room] 

Safir (1987) offers a number of arguments against the 'bare NP' analysis. 16 

Some of these arguments involve extraction possibilities. Consider the fol­
lowing examples, which are of roughly the sort investigated by Safir. 
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(78) a. There are many fish in the lake. 
b. In which lake are there many fish? 

(79) a. I discussed many fish in the lake. 
b. *In which lake did you discuss many fish? 

In (79), where many fish in which lake is clearly an NP, extraction of the PP is 
blocked. This contrasts sharply with what is found in (78), suggesting that 
the structures should be differentiated. The small clause analysis provides 
just the right differentiation, in light of the fact that a small clause predicate 
is freely extractable: 

(80) a. I want [sc some fish in the lake] 
b. In which lake do you want some fish 

But now there is a near contradiction: there is evidence (passive considerare 

constructions) that partitive Case is inherent; and there is evidence (exis­
tential be constructions) that it is structural. l7 Based on what we have seen 
so far, it might be imagined that we are dealing not with a contradiction, but 
with a parameter. Recall that there was no firm conceptual basis for de­
manding that partitive Case be inherent. Hence, theoretically, it need not 
be inherent. Suppose, then, that a language can choose whether to treat 
partitive Case as inherent or as structural, and that Italian chooses the former 
option. However, as Travis (1989) observes, this cannot be the answer. Ital­
ian existentials behave just like those in English, as shown in the following 
examples. 

(81) Ci sono molti pesci nellago 
there are many fish in the lake 

(82) In quale lago ci sono molti pesci 
In which lake are there many fish 

Further, also as in English, extraction of the PP is blocked out a clear in­
stance of an NP: 

(83) a. Ho discusso molti pesci nellago 
I have discussed many fish in the lake 

b. * In quale lago hai discusso molti pesci 
In which lake have you discussed many fish 

In fact, Travis provides additional evidence that the sequence molti pesci nel 

lago does not constitute an NP in (81) even though it does in (83): 

(84) a. * Quanti pesci nellago ci sono 
How many fish in the lake are there 
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b. Quanti pesci ci sono nellago 
How many fish are there in the lake 

(85) a. Quanti pesci nellago hai discusso 
How many fish in the lake did you discuss 

b. * Quanti pesci hai discusso nellago 
How many fish did you discuss in the lake 

The sequence (or, more precisely, its interrogative version) must move as 
a unit in (85), but must not in (84). This follows immediately if the se­
quence is an NP in (85) but is not in (84). The small clause analysis of the 
existential construction gives this result. But then, the Case difference un­
der examination here is not a difference between English and Italian. Rather, 
it appears to be a difference between 'be' on the one hand and contentful 
verbs on the other. The latter evidently assign partitive Case (if at all) only 
inherently, that is, only to their 9-marked complements, while the former 
can assign partitive structurally. As far as I know, be is, in fact, the only verb 
able to assign partitive Case 'exceptionally'. Configurations like (86) are 
uniformly prohibited: 

(86) *There seems [someone to be here] 

Plausibly, this Case assigning difference between 'be' and other verbs relates 
to 9-marking differences, under the assumption that 'be' has no 9-roles to 
assign. There are two reasonable ways to state the required property. First, 
for a purely 'grammatical' verb, a Case that is normally inherent is, instead, 
structural. Alternatively, the Case is always inherent, but the notion 'inher­
ent Case' is defined in such a way that it demands 9-marking only when 9-
marking is, in principle, available. For a Case assigner such as 'be', lacking 
lexical content, 9-marking could never be available, hence inherent Case 
marking could proceed in its absence. At this point, there is no basis for a 
choice between these two alternative views, though the second is neatly remi­
niscent of the earlier discussion of the absence of a Case visibility require­
ment at D-structure. Both phenomena instantiate a 'reasonableness' crite­
rion: only if a requirement could, in principle, be fulfilled must it be. 

There is one difference between Italian and English that must be consid­
ered now. We have seen that in Italian, passives can assign partitive Case. 
The construction exemplified in (71) above is evidently fully productive. In 
English, on the other hand, it is much less clear that passives have this capa­
bility. In fact, the very Italian example cited is bad in English: 

(87) *There has been put a book on the table 
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Thus, in this instance, we ~ presumably dealing with a parametric prop­
erty. How precisely to characterize this property is an interesting question. 
Belletti assumes that all verbs have the capacity to assign partitive Case, and 
some verbs additionally have the capacity to assign accusative Case. A pas­
sive verb loses its ability to assign accusative Case but retains its ability to 
assign partitive Case. Under this general approach, the relevant parametric 
property of English would be that the partitive Case assigning capacity is lost 
along with the accusative Case assigning capacity. An alternative, still consis­
tent with the same general assumptions, might be that English differs from 
Italian in not allowing a verb to have two associated Cases. Recall that for 
Belletti, un accusative verbs assign partitive Case and accusative verbs assign 
both accusative and partitive Case. Suppose that in English, a verb has (at 
most) just one associated Case. Unaccusative verbs will still behave just as 
they do in Italian: they will assign partitive Case and no other. English accu­
sative verbs will differ from their Italian counterparts in assigning only accu­
sative. Their passives will then have no Case at all to assign. 

I would like to consider a second type of approach. Thus far, I have 
accepted Belletti's assumption that Italian accusative verbs also have the ca­
pacity to assign partitive Case (and, hence, that they retain that ability under 
passivization). But suppose that Italian verbs and English verbs both have at 
most one Case to assign. Then an accusative verb could not retain an ability 
to assign partitive Case under passivization, as it would not have the ability 
in the first place. On this point of view, in examples such as (71) above, 
making a verb passive gives it a capacity. The relevant difference between 
Italian and English would then be that in the former language, but not in 
the latter, the passive morpheme has a Case associated with it-partitive Case. 

Interestingly, the two classes of approaches just outlined-one involving 
multiple Case assigning possibilities for individual verbs, the other involving 
an affix with the ability to assign a particular Case-both seem to have appli­
cability in other (arguably related) phenomena. For example, there is evi­
dence from Turkish and from Hebrew that verbs can assign both accusative 
and partitive Case. Enc, (1991) shows that in Turkish, the specific vs. non­
specific distinction 18 among object NPs is marked by a Case distinction. In 
particular, specific objects are accusative while non-specifics have no overt 
Case marker. The following examples illustrate the general pattern discussed 
by Enc,: 

(88) Ali bir piyano-yu kiralamak istiyor 
Ali one piano-acc. to-rent wants 
'A certain piano is such that Ali wants to rent it' 
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(89) Ali bir piyano kiralamak istiyor 
Ali one piano to-rent wants 
'Ali wants to rent a (nonspecific) piano' 

(89) suggests that the absence of overt Case in Turkish should be assimi­
lated to Belletti's abstract partitive Case. The interpretation of the direct 
object then follows immediately. Note that in (88), the very same verb in 
the very same form assigns accusative Case, thus confirming that a verb may 
have multiple Case assigning possibilities. (88) is interesting in an addi­
tional respect as well. According to Enc" the direct object in (88), like accu­
sative objects more generally, is necessarily specific. Apparently,just as par­
titive Case is associated with a semantic property (non-specificity), accusa­
tive is associated with the converse semantic property. Note that under the 
standard assumption that Accusative is a structural Case, we now have strong 
evidence that semantic properties are not limited to inherent Cases. 

Hebrew displays a pattern very similar to that of Turkish, as observed by 
Chenausky (1990). As in Turkish, non-specific object NPs have no overt 
Case morphology: 

(90) ani ro e sefer 
1 see a book 

Specific objects, on the other hand, obligatorily show up with the morpheme 
et, often called a direct object marker, and analyzed by Rapoport (1987) as 
accusative: 19 

(91) ani ro e *(et) ha-sefer 
1 see acc. the book 

On the second type of approach to passive, the partitive Case assigned by 
passive verbs is reminiscent of the Slavic 'genitive of negation' .20 Russian 
verbs that normally assign accusative can assign genitive instead, when they 
are negated.21 

(92) a. Ja polucal pis'ma 
1 received letters (ace. pI.) 
'I got (the) letters' 

b. Ja ne polucal pis'ma 
1 NEG received letters (acc. pI.) 
'I didn't get the letters' 

e. ja ne polucal pisem 
1 NEG received letters (gen. pI.) 
'I got no letters' 
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Further, negated unaccusatives can assign genitive Case: 

(93) a. ne pojavilis' studenty 
NEG showed up (pI.) students (masc. nom. pI.) 
'The students didn't show up' 

b. ne pojavilos' studentov 
NEG showed up (neut. sg.) students (mase. gen. pI.) 
'No students showed up' 
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Thus, it is reasonable to conjecture that negation in Slavic and passive in 
Italian provide a verb with a special Case assigning feature. Indeed, the 
Case assigning feature might be the same one. Slavic genitive of negation is 
much like Belletti's partitive Case. In particular, it displays the definiteness 
effect: 

"In the traditional literature about this construction, it is usually said that 
genitive phrases under negation, unlike their non-genitive counterparts, 
are obligatorily indefinite." [emphasis in original] Pesetsky (1982, p.65) 

Interestingly, the genitive of negation, even though it has semantic im-
port similar (or perhaps identical) to that of Belletti's partitive, seems to be 
structural rather than inherent. Thus, Pesetsky notes that in addition to 9-
marked complements, as in (92), non-S-marked expressions of duration may 
also receive the genitive of negation,just as long as they are governed by the 
negated verb: 

(94) a. ja ni odnu minutu ne spal 
I not one minute (fern. ace. sg.) NEG slept 

b. ja ni odnoj minuty ne spal 
I not one minute (fern. gen. sg.) NEG slept 

Neidle (1988) gives similar examples, noting that "".this type of case mark­
ing appears to be structural, and cannot be stated simply in terms of the 
function OBJ." The most directly relevant test for this turns out to be incon­
clusive. According to Pesetsky, Russian has small clause constructions. A 
negated verb with a small clause complement would be expected to assign 
genitive to the subject of that small clause, under the assumption that that 
Case is structural. This prediction is neither strongly confirmed nor strongly 
refuted, as Pesetsky indicates that the resulting configuration is marginal: 

(95) ??ja ne scitaju inostrannyx fil'mov interesnymi 
I NEG consider foreign films (masc. gen. pI.) interesting (masc. instr. pI.) 

The fact that the example is not entirely out is at least suggestive of the 
hypothesis under consideration. 
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There is one further reason for thinking that the genitive of negation is 
structural. Pesetsky, following Babby (1980), notes that some verbs, instead 
of assigning accusative to their objects, assign particular oblique Cases to 
them. Such oblique objects never alternate with genitive under negation. 
For example, pomogat'(,help') requires a dative object, and upravljat'(,man­
age') demands an instrumental object. Neither verb allows its object to 
become genitive under negation: 

(96) a. ja ne pomogaju nikakim devuskam 

(97) 

I NEG help no girls (fern. dat. pI.) 
b. * ja ne pomogaju nikakix devusek 

girls (fern. gen. pI.) 

a. ja ne upravljaju ni odnim 
I NEG manage not one 

b. *ja ne upravljaju ni odnogo 

zavodom 
factory (masc. instr. sg.) 
zavada 
factory (masc. gen. sg.) 

As Pesetsky observes, this patterning is precisely what is expected under the 
assumption that these oblique Cases are inherent while normal accusative 
and genitive of negation are not. This follows from, for example, the Prin­
ciple of Lexical Satisfaction of Freidin and Babby (1984), which demands 
that a lexical property (such as assignment of a particular a-related Case) 
take precedence over a structural property. 

Exactly why the genitive of negation is allowed to be structural is an inter­
esting question. Certainly the negated verbs in the examples above are 
contentful, with 9-roles to assign. Thus, if it is the verb that is the Case 
assigner, we might expect the Case to be inherent, in accord with the discus­
sion above. This difficulty disappears if, as already suggested, it is the nega­
tive morpheme itself, rather than the verb that it negates, that is the genitive 
Case assigner. Since, presumably, negation has no a-roles to assign, any Case 
that it assigns will of necessity be assigned structurally.22 

It is difficult to find facts internal to Italian (or to English) to determine 
which of the two general approaches discussed above provides the appropri­
ate characterization of partitive Case assignment in those languages, par­
ticularly since neither language provides any overt morphological indi­
cation. There is, however, a theoretical consideration that provides a direc­
tion. Chomsky (1991) suggests that parametric properties are located ex­
clusively in the functional portion of the lexicon, the substantive portion 
being invariant. Given that verbs in Turkish and Hebrew can assign both 
accusative and partitive, the same should be true of Italian and English as 
well, under Chomsky's speculation. The passive morpheme, being a func-
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tional element is available as the locus of parametric variation. The para­
metric difference between Italian and English should then be that in Ital­
ian, passive blocks only assignment of accusative, while in English, it blocks 
assignment of both accusative and partitive, roughly in accord with Belletti's 
proposal. How these blockage properties are to be instantiated is a difficult 
question, which I leave as a topic for future research. 

To sum up: I have presented abundant evidence for Belletti's crucial 
underlying assumption that Case transmission does not exist and that, in­
stead, the constructions that had been analyzed in those terms involve di­
rect Case assignment. Further, I have shown how an extension of the visibil­
ity hypothesis might, in collaboration with Chomsky's expletive replacement, 
handle two apparent classes of exceptions to the original hypothesis, namely, 
ungrammatical constructions involving Case less intermediate expletives and 
ungrammatical constructions involving truly Caseless arguments associated 
with Cased expletives. Finally, I have attempted to reconcile all of this with 
the small clause proposal for existentials by appealing to a plausible recon­
sideration of how inherent Case is assigned. To the extent that the resulting 
analysis is successful it provides support for the fundamental hypotheses (if 
not all of the details) of Belletti's and Chomsky's proposals. 

APPENDIX: ON V-RAISING 

Above, it was seen that in English finite clauses, auxiliary verbs raise to Infl 
while main verbs do not. Emonds (1978) argues that in French finite clauses, 
both types of verbs raise. Pollock (1989), developing these ideas further, 
gives minimal pairs such as (AI) vs. (A2). 

(AI) *John likes not Mary 

(A2) Jean (n')aime pas Marie 

Pollock proposes that this difference between French and English follows 
from differences in Infl. Specifically, Pollock proposes that richness of in­
flection is the relevant distinguishing characteristic. This is instantiated in 
the following way: Verb raising to an affix creates a configuration headed by 
that affix, as in (A3). 

Auxiliary verbs are claimed to differ from main verbs in not assigning a­
roles. Then, the ill-formedness of (AI), or any other instance of main verb 
raising in English, follows from the a-Criterion on the assumption that 
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" ... AGR in English, unlike AGR in French, is not 'rich' enough morpho­
logically to permit transmission of the verb's a-role (s), i.e., is 'opaque' to 
a-role assignment, unlike French AGR, which, being richer morphologi­
cally, is 'transparent' to a-role assignment." 

For an English main verb, then, the association of affix and verb will have to 
be via Mfix Hopping, instead of verb raising (the conclusion of Emonds 
(1978». This is an appealing analysis, though it is unclear why richness 
should correlate directly, rather than inversely, with transparency. There is 
one empirical difficulty that is of relevance to the analysis in the text. As 
Pollock discusses, given that the constraint on raising follows entirely from 
the a-Criterion, and given that auxiliary verbs assign no a-roles, there should 
be no constraint on the raising of such verbs. Even in infinitives, then, rais­
ing of auxiliaries should be possible, on these proposals. Pollock makes 
exactly this claim, though he does concede that the facts are murky. But we 
have seen a number of examples where aux raising was good in finite clauses 
but clearly bad in the corresponding non-finite ones. I repeat some of those 
examples below: 

(A4) John is not noisy 

(AS) *Be not noisy 

Lasnik (1981) discusses (A4) vs. (AS) precisely in connection with the present 
concern: This pair suggests that verb raising is possible only in finite clauses. 
Further, under the analysis of Lasnik (1981), or that of Chomsky (1991), dQ­
support is possible only when verb raising is not. Thus, the grammaticality 
of (A6) follows from the ungrammaticality of (AS). 

(A6) Do not be noisy 

As seen in the text, infinitivals pattern with imperatives in disallowing rais­
ing. 

(A7) *1 believe there to be not a solution 
(A8) I believe there is not a solution 

(A9) ?* I believe John to be not here 

(AI0) I believe John is not here 

(All) ?* I believe John to be not singing 

(A12) I believe John is not singing 

Thus, the patterning of data is somewhat different from what Pollock 
suggests. Putting aside the short raising cases Pollock presents for French, 
we find the following for verb raising to Inft: 
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(A13 ) English French 

finite non-finite finite non-finite 

main verb * * ok * 

auxiliary verb ok * ok ok 

There are three cases, evidently: 1) In English non-finite clauses, there is no 
raising at all; 2) in French finite clauses, any verb can raise; 3) French non­
finite clauses are like English finite clauses-only aux verbs can raise. Sup­
pose we classify affixes according to strength or richness, essentially follow­
ing Pollock. Then French finite Infl could be classified as strong; English 
finite Infl and French non-finite Infl as moderate; and English non-finite 
Infl as weak. This third classification is plausible since there is no overt 
affixal morphology whatsoever in this case. Verbs too fall into categories, 
two in this case. Let us designate main verbs as strong and auxiliary verbs as 
moderate. Assuming, with Pollock, that verb raising involves adjunction of 
the verb to the affix, the generalization is that an affix cannot support as a 
dependant a verb that is stronger than it is. The following adjunction con­
figurations are excluded: 

(A14) * moderate *weak *weak 

A A A 
strong moderate strong weak moderate weak 

Strength of verbs apparently involves a number offactors. One of them is, 
perhaps, ability to assign a O-role. But this cannot be all of it, if Pollock is 
right that auxiliary verbs assign no O-roles. Another factor might be seman­
tic content. Auxiliary verbs do, after all, contribute something to the mean­
ings of the sentences in which they occur. In support of this conjecture, 
note that the imperative affix, which lacks any morphological realization, 
can still support pleonastic, contentless, do, as evidenced by (A6) above, 
even though it cannot support any other verb. One question remains. Why 
is infinitival Infl incapable of supporting even do? 

(A15) *1 believe there to do not be a solution 

I offer the conjecture that while imperatives involve a morphologically im­
poverished affix (as argued in Lasnik (1981)), English infinitives involve no 
affix at all. 
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FOOTNOTES 

"This article appeared in slightly different form in Linguistic Inquiry, Volume 23, 
Number 3. I am grateful to Maria Bittner, Noam Chomsky, Catherine Chvany, Samuel 
D. Epstein, David Pesetsky, Mamoru Saito, Lisa Travis, two Linguistic Inquiry review­
ers, and a reviewer for this volume for valuable suggestions. In addition to presenta­
tion at the Second Princeton Workshop on Comparative Grammar, portions of this 
material were presented in seminars and/or colloquia at the following universities: 
University of Connecticut, University of Massachusetts, Massachusetts Institute of 
Technology, University ofTsukuba, International Christian University, University of 
Arizona, City University of New York, University of Toronto, University of Maryland, 
University of the Basque Country. The questions and suggestions of the audiences 
at those presentations have led to numerous improvements of the analysis. 

I Throughout this discussion, 'WH-trace' will refer just to the trace of a WH-moved 
NP. Presumably, the trace of an AP, for example, need not be Case-marked. 
2 For example, Chomsky (1986, 95) claims that "there is linked only to non-Case­
marked argument NP ... " 
3 Safir (1982), while advocating a transmission approach, acknowledges the diffi­
culty raised by such examples and considers various stipulations to address the diffi­
culty. 
4 Safir (1982) briefly considers this possibility, rejecting it for reasons that will not be 
relevant under the account developed here. 
5 Emonds (1970;1976) andJackendoff (1972) present analyses similar to the one I 
will discuss. 
6 See the Appendix below for further discussion of this limitation and its parametric 
properties. 
7 Emonds (1976) also gives a statement of v-raising with TENSE as a context term. 
However, as far as I can tell, he presents no explicit arguments for this detail of his 
rule. 
S The two crucial properties of v-raising in English-that it is limited to auxiliary 
verbs and that it applies only in the presence of tense-will be briefly explored in the 
Appendix below. 
9 As noted earlier, CHAINs are expletive argument sets. At LF, they become chains 
via NP movement. Following Chomsky, in this discussion I limit this analysis to the 
expletive there. I leave open the possibility of extending it to it. Such an extension 
seems a priori plausible, on both empirical and conceptual grounds. Like there, it 
must be Case marked, and must be local to its associated argument, a clausal one in 
this instance. An S- structure like (i) would then become an LF like (ii). 

(i) It surprised me [that Mary left] 
(ii) [That Mary left] surprised me 1 

Potentially problematic is the example in (iii), since the predicted LF (iv), unlike 
the one in (ii), is not possible as an S-structure. 

(iii) It seems [that Mary left] 
(iv) (*) [That Mary left] seems 1 

However, note that just the same difficulty arises with there. S- structure (v) becomes 
LF (vi); but (vi) is ill-formed as an S-structure. 
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(v) There is a solution 
(vi) (*) A solution is .1 

I assume that (vi) and (iv) instantiate the same problem. While the problem is a 
difficult one, it is quite limited in extent lexically: to the verb be in there construc­
tions, and to the verbs seem and appear in it constructions, as far as I know. 
10 Chomsky (1986) proposes that one sort of Case -inherent Case-is assigned at D­
structure. I put aside consideration of this proposal. See Lasnik and Saito (1992) 
for some discussion. 
II It is possible that there would be other violations as well in this example. If the 
lower there is skipped, the resulting LF structure will be as in (i): 

(i) A mani is likely [there to be 1; here) 

Since a man is rather far from its trace, Condition A or the ECP might be violated 
here. On the other hand, it is not clear that the lower clause constitutes either a 
governing category or a barrier. I leave these questions open. 

A further example susceptible to the same line of analysis suggested in the text is 
as follows: 

(ii) *There arrival ofa man 

This is reminiscent ofa type of example considered by Chomsky (1986): 

(iii) *There's arrival of a man 

But while (iii) can be ruled out as a violation of Chomsky's Uniformity Condition 
(which entails that genitive Case, being inherent, can only be assigned under 9-
marking), (ii) apparently cannot, since no inherent Case has been assigned to there. 
Under the proposals in the text, (ii) will violate the Full Interpretation requirement, 
since therewill not be visible as a target for the movement of a man. Note that it could 
not be that there needs Case in order to satisfy a Case requirement of a man, since (iv) 
is grammatical even though a man is not associated with any other Case-marked 
position. 

(iv) The arrival of a man 

12 As Samuel D. Epstein (personal communication) notes, if this requirement of 
'movement visibility' covers not just the target of movement but the item to be moved 
as well, then the S-structure Case requirement on ariuments follows completely. 9-
visibility is apparently rendered redundant at S-structure. 
Ig An alternative to 'movement visibility' might also be considered. Suppose that, at 
a given level, an NP must be licensed in an appropriate way. At S-structure, for an 
overt argument, or a chain headed by one, the licensing mechanism would be Case. 
Presumably, this is the relevant licensing mechanism for wh-trace as well, but see 
Epstein (1987) and Shlonsky (1987) for alternatives. Finally, since for PRO the mecha­
nism could not possibly be Case, it is reasonable to assume that it is Control. If Case 
and Control are the only possibilities, then clearly an expletive will have to have 
Case, unless that expletive can be Controlled. See Lasnik (1992) for discussion of 
the non-existence of that latter possibility. 
14 Belletti's partitive Case proposal provides the basis for an answer to a puzzle raised 
by Chomsky's expletive replacement analysis, adopted above. As first noted by Lori 
Davis (personal communication), there is apparently an incorrect prediction con-
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cerning scope in existential constructions. In (i), as is well known, both wide scope 
and narrow scope are available for someone, while in (ii), only narrow scope is. 

(i) Someone is likely to be here 
(ii) There is likely to be someone here 

But under the expletive replacement hypothesis, the LFs of the two examples would 
appear to be identical. Assuming that LF determines scope, this is a paradox. How­
ever, there is a potentially relevant difference between the two examples. In (ii), 
someone must receive partitive Case at S-structure. In (i), on the other hand, someone 
receives nominative Case, and the trace of someone need not receive Case at all. The 
correct descriptive generalization is statable in terms of Belletti's partitive Case: Par­
titive Case marks the position of a variable. In (ii), then, the variable bound by the 
quantifier someone is necessarily in the lower clause. Given the general 'clause­
boundedness' of quantifier raising, the quantifier too must be associated with the 
lower clause. Note that under this account, clause-boundedness becomes a condi­
tion on representation, which, in effect, forces quantifier lowering, in the sense of 
May (1977;1985), after someone has replaced therein the higher clause. See Barss and 
Lasnik (in preparation) for further discussion. 

There is one further scope puzzle considered by Safir (1982) that falls under the 
same general account. Although, as seen above, (i) is ambiguous, (iii» is not: 

(iii) There is someone likely to be here 

To describe the difference in usual terms, quantifier lowering is available in (i) but 
not in (iii). (iii) does not have a reading like that of (ii). This property of (iii) seems 
to fall neatly under the proposal of Williams (1984) that there is a 'scope marker'. 
However, that proposal does not handle the full range of relevant phenomena. In 
particular, it appears to be inconsistent with the interpretive properties of (ii), as 
observed by Safir (1987). In that example, as already discussed, the scope of there is 
crucially limited to the lower clause, even though the associated there occurs in the 
higher clause. No such problem arises on the account presented here. In (iii), 
someone is in the higher clause, and is necessarily marked partitive in that position. 
Correspondingly, the variable is in that position, and, to bind it, the quantifier must 
also be on the higher clause. Hence, there is no lowered reading. In (ii), on the 
other hand, the crucially partitive Case-marked position was in the embedded clause, 
so, correspondingly, the variable occurred in that position. 
15 The clearest instances I know of have the curious property that they are based on 
well-formed sentences that are themselves inconsistent with Burzio's generalization. 
Consider (i). 

(i) It strikes me that Mary is peculiar 

Here we have a verb that seems to assign Case to an object, me, but no a-role to a 
subject. And now note that NP movement to that subject position is impossible: 

(ii) *I i strike 1; that Mary is peculiar 

At present, I don't know an alternative to the ban on Case-marked trace for dealing 
with this phenomenon, but the fact that the phenomenon is so limited suggests that 
it should not be handled by such a broad and general constraint. 
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16 Safir also presents counter-arguments, to which the interested reader is hereby 
referred, to Williams's criticisms of the small clause analysis. 
17 The prohibition on (structurally) Case-marked trace alluded to above is poten­
tially problematic for (i) at S-structure and for (ii) at LF. 

(i) Someone is [1 here] 
(ii) There is [someone here] 

If Case marking is optional, the problem of (i) disappears, but that of (ii) remains. 
In (ii), even if Case-marking is optional, someone must be assigned Case at S-struc­
ture, or the Case filter/visibility requirement will be violated. The LF chain created 
by expletive replacement will then evidently terminate in a Case-marked trace. A 
potential solution to this problem relies on the fact that partitive Case assignment, 
even though structural here, does have semantic import. It is thus reasonable to 
conjecture that it is assigned not to the category NP, but to the contents of that 
category. Then, when the NP moves, it carries the Case along with it,just as it carries 
all other NP internal properties with it. The resulting trace is then without Case,just 
as it is without phonetic features. However, it is not clear that this conjecture can be 
reconciled with the analysis of scope presented in footnote 14. Below, the evidence 
for the structural nature of the partitive Case in (ii) will be reconsidered. 
18 Enc, argues that the standardly discussed definiteness distinction is more accu­
rately analyzed in terms of specificity. 
19 Glinert (1989) vacillates between calling et a 'definite object marker' and calling 
it a preposition. In several respects, though, it has the behavior of accusative Case. 
Glinert notes that, in comparison with verbs taking other prepositions, "verbs taking 
etare much more likely to have a passive equivalent (by which etdrops)." Needless to 
say, this is quite typical accusative behavior. Further, Glinert observes that 
nominalizations of verbs taking et introduce their object not with et but with shel'of. 
This is strikingly similar to the patterning of accusative in English. 
20 My remarks on the genitive of negation in Russian are based on the detailed dis­
cussion in Pesetsky (1982). See also Chvany (1975) for extensive discussion of exis­
tential constructions, and their negations, in Russian. 
21 See Willim (1988) for arguments that the negative element in Polish (which dis­
plays similar genitive of negation phenomena to those of Russian) is a clitic on the 
verb. Bar-Shalom (1986) presents related arguments for Russian. This strengthens 
the suggested parallel with passive, which also involves a verbal affix. 
22 This line of reasoning is, on the face of it, inconsistent with the conjecture above 
that it is the passive morpheme that is responsible for the assignment of partitive 
Case in Italian. This is so since partitive is, crucially, inherent in passive construc­
tions, yet the passive morpheme, like the negative morpheme in Slavic, would seem 
to have no a-roles to assign. Hence, we would expect Case assignment by the former 
to be structural, as it is for the latter. Perhaps the difference is that the passive 
morpheme, unlike the negative morpheme, is so closely related to the thematic struc­
ture ofthe verb it attaches to. Below, we will find further cause for reconsidering this 
approach to Italian passives. 
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USA TRAVIS 

NOTES ON CASE AND EXPLETIVES: 
A DISCUSSION OF LASNIK'S PAPER* 

INTRODUCTION 

The main claim of Lasnik's paper is that in expletive NP chains, the post­
verbal NP as well as the expletive needs Case. This differs from many of the 
traditional analyses in the belief that the NP does not get its Case via CHAIN 
formation with the expletive, but rather needs to get its Case independently. 
In these comments, I focus my attention on the nature of this Case assign­
ment. Lasnik, in order to account for intralanguage and interlanguage varia­
tion makes certain proposals. In order to account for the difference in 
behavior between be and other verbs that take small clause complements 
such as consider, he links inherent Case assignment to theta-role assignment 
only for theta-assigning verbs (such as consider), and not for non-theta-as­
signing verbs (such as be). To account for the ability of Italian passives to 
assign partitive Case, unlike their English counterparts, he proposes a pa­
rameter by which the passive morpheme itself assigns partitive Case in Ital­
ian but not in English (or alternatively, verbs in English can assign only one 
Case so that if they assign accusative Case they can never assign partitive). 
After a detour into the empirical arguments that Lasnik gives for assuming 
that existential be assigns Case to the following NP, I will turn to these two 
proposals. I argue that the difference in befalls out from a structural distinc­
tion that distinguishes be from verbs like consider. Then, in an effort to link 
the Italian/English difference to already attested variations between these 
two languages, I argue that partitive Case assignment in Italian passives is 
due to the availability of restructuring in this language. 

1.0 DATA AND GENERALIZATIONS 

Lasnik gives two empirical reasons to argue that existential be (which I will 
call eBE) assigns Case to the following NP (which I will call the existential 
NP or eNP). In this section I discuss each of these reasons in turn. The first 
argues that adjacency requirements on the eNP indicate that Case assign­
ment is involved. To support this, Lasnik points to the following contrasts. 

(1) a. There will be a man here. 
b. There is usually a man here. 
c. ?*There will be usually a man here. 
d. *1 believe there to be usually a solution. 
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(HL: 36) 
(HL: 45) 



NOTES ON CASE AND EXPLETIVES 191 

His argument is that (Ic) and (ld) are ungrammatical since the NPs a man 
and a solution must be adjacent to be to get Case. These strings are to be 
compared with (Ia) where the NP is adjacent to be and to (1b) where the NP 
is adjacent to the trace of the raised verb. The link between an adjacency 
effect and Case assignment is made in parallel fashion to examples such as 
(2a) below. (I have added example (2b) which may be more appropriate 
since a VP-type manner adverb is used.) 

(2) a. *1 heard usually a car (HL: 37) 
b. *1 heard clearly a car. 

The second set of facts presented by Lasnik show that the existential be is 
obligatory in clauses containing an eNP. He argues that the presence of be is 
necessary in order to assign Case to this NP. 

(3) a. I want someone (to be) here at 6:00. 
b. I want there to be someone here at 6:00. 
c. *1 want there someone here at 6:00. 

(HL: 19) 

As (3a) shows, to be is usually optional in a clause following a verb like want 
(consider, etc.). There is no such optionality, however, when the (small) clause 
has an expletive subject. To be must be present. Within Lasnik's analysis, 
this is due to the fact that be is needed to assign Case to the NP.l While 
Lasnik's account of this generalization appears at first problematic, I will 
conclude that, in fact, his claim is supported. 

1.1 Case adjacency and predicate NPs 

While there appears to be an adjacency effect in existential structures, It IS 
not clear that all adjacency effects have to do with Case. To make the pat­
tern complete, one must show that elements that do not require Case do 
not have to be adjacent to be. In this context, the following data raise inter­
esting questions. 

(4) a. They will be deliberately idiotic. 
b. I believe the children to have been deliberately idiotic. 
c. ?*They will be deliberately idiots. 
d. ?*I believe the children to have been deliberately idiots. 

These data at first seem to uphold Lasnik's claim that NPs (and not APs) 
which follow be are assigned Case by the verb and, therefore, must be adja­
cent to the verb. It is important to note, however, that the post-verbal NPs in 
( 4) bear a different relationship to be than do the NPs in (1). While the 
post-verbal NPs in (4) overtly follow the verb, they are, in fact, predicates of 
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small clauses. The NP that follows the verb at D-structure has been raised to 
subject position. The relevant structure is given below. 

(5) they; will be deliberately [sc t; idiots] 

The question is why the predicate NP appears to have adjacency facts similar 
to those given by Lasnik for expletive NPs. If we were to say that be also 
assigns Case to an NP that is a predicate of a small clause (predicative Case) , 
we would run into a problem with Lasnik's second set of examples. His 
argument that the obligatory presence of be in embedded infinitivals disap­
pears if one requires predicate NPs of small clauses also to be assigned Case. 

(6) a. I consider them intellects. 
b. *1 consider there a man in the room. 

If consider assigns Case to intellects in (6a) , we might also expect it to be able 
to assign Case to a man in (6b). In order to preserve the conclusions of 
Lasnik's obligatory be argument, therefore, I will assume that predicative 
NPs do not require Case and that the explanation for the adjacency facts 
falls outside of the domain of Case theory.2 

1. 2 Obligatory be 

There is a further problem with Lasnik's second argument for his Case ac­
count ofthe variation shown in (3b,c), however. One might argue that Case 
is not needed to rule out the ungrammatical string since phrase structure 
will independently rule it out. Presumably want may select a small clause, 
and this small clause will consist of a subject position and a predicate posi­
tion. Further, we may assume that the predicate position may consist of the 
normal predicate types such as AP, PP, etc. If this predicate assigns an exter­
nal theta-role, the subject position must be filled by an argument. If this 
predicate assigns no external theta-role, the subject position must be filled 
by a pleonastic. The two cases are given below.3 

(7) a. I consider [sc the children [A* intelligent ]] 
b. I consider [sc there [A* likely to be a storm tonight]] 

In (7a) , the subject position of intelligent is assigned a theta-role and requires 
an argument. In (7b), the subject position of likely is not assigned a theta­
role, therefore a pleonastic is possible. Given these assumptions, it is not 
clear what the structure of (3c) would be. If there is no verb and no INFL, 
one could argue that there is no position to house the pleonastic there. Fol­
lowing the example given in (7b), in order to have a pleonastic there in (3c), 
someone here would have to be a predicate which assigns no external theta-
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role. But since someone here is already a small clause, the structure would be 
similar to that in (8) where the small clause has as its predicate another 
small clause. It is not obvious, however, that a small clause is a possible 
predicate and such a structure would require independent evidence. 

(8) [yp [y want] [sc [NP there] [sc someone here ]]] 

One would argue that the reason why the addition of to be in (3b) makes the 
string grammatical is that an appropriate phrase structure is created. The 
verb bewill select a small clause someone here and the addition of a functional 
category above the VP will create a specifier position which can house the 
pleonastic. In this view, the generalization is not whether or not there is a 
Case assigner for the eNP, but rather whether there is an appropriate speci­
fier position for the pleonastic. 

While this accoun t of the facts presen ted in (3) looks appealing, Sportiche 
(1990) has introduced data which suggest that all small clauses involve move­
ment of the subject. If there is such movement, then there must be a theta­
bar position to act as a landing site. If there is such a theta-bar position, 
there should be a possible place for pleonastics. Sportiche's argument runs 
as follows. It has been shown that the fronting of constituents containing 
anaphors may extend the number of possible antecedents of the anaphor. 
This is shown in the examples below where in (9a) only the boys may be the 
antecedent of the reciprocal each other, while in (9b) either the boys or the girls 
may be the antecedent (examples taken from Sportiche, pp. 12-13). 

(9) a. The girls; say that the boysk like the painting of each other.ilk. 
b. Which painting of each otherilk do the girls; say the boysk like? 

The possibility of picking up an additional candidate for binding does not 
occur with all fronting. In (10), only the boys may act as an antecedent, and 
not the girls. 

(10) Listen to each other.ilk, the girls; say the boysk do. 

One may account for this difference (see Barss 1985, Huang 1990) by sup­
posing that the fronting of a VP carries with it the VP-internal trace of the 
moved subject. The anaphor must then refer to this trace as the closest 
subject. Fronting of an NP as in (9) carries with it no such trace and there­
fore no such restriction. A perhaps surprising result is pointed out by 
Sportiche. When an AP is fronted from a small clause, it behaves like the VP 
in (10) above, i.e. as ifit contained a trace ofa moved subject. This explains 

the ungrammaticality of (lla) below. They is not a possible antecedent for 
each other since the trace in the fronted AP will act as a closer antecedent. 



194 LISA TRAVIS 

(11) a. * How proud of each other do they consider John. 
b. [tk how proud of each other] j [ do they consider Johnk tj] 

This implies, then, that the subject of a small clause must have moved from 
its base-generated position to some sort of derived object position. While it 
is a matter of debate what exactly the landing site is (see e.g. Johnson 1991, 
Mahajan 1990, Sportiche 1990, Travis 1991), if it is a possible landing site, 
one might presume that it is also a possible position for a pleonastic and 
that the string in (3c) cannot be ruled out by restrictions on phrase struc­
ture. A possible tree is given below, where F stands for some unnamed func­
tional category. 

(12) [yp V [FP [NP there] [F' F [sc [NP someone] [pp here])]]) 

The conclusion is, then, that we are back at the beginning, looking for an 
explanation for (3c). Why is it not possible to leave a man in the base-gener­
ated subject position of the small clause and put the pleonastic therein SPEC 
ofFP? I will argue that Lasnik is, in fact, correct in assuming that Case must 
be assigned to the eNP and that this accounts for the ungrammaticality of 
(3c) . 

2.0 BE VS. CONSIDER 

Given that Lasnik assumes that the Case assigned to the eNP is the partitive 
Case, an interesting problem arises. Belleti (1988) assumes that partitive 
Case is an inherent Case, and as such, cannot be assigned into a small clause. 
This is shown in the following examples. 

(13) ho sempre considerato [scGianni intelligente] (HL: 73) 
I have always considered Gianni intelligent 

(14) E stato messo un libro suI tavolo (HL: 71) 
has beenput a book on the table 

(15) *Sono considerati [scalcuni studenti intelligenti] (HL: 74) 

are considered some students intelligent 

(13) shows that accusative Case may be assigned to the subject of a small 
clause, and (14) shows that passives may assign partitive Case. (15) shows, 
however, that these two mechanisms may not be combined. In other words, 
a passive may not assign partitive Case to the subject of a small clause. This, 
presumably, is due to the fact that partitive Case is inherent Case and there­
fore linked to the theta-assignment of the head. Since consider does not 
assign a theta-role to the subject of the small clause, it cannot assign it in-
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herent partitive Case. The problem arises with the existential be construc­
tions. Here it appears as if partitive Case is being assigned into a small clause. 

(16) There will be [sea man here] 

Lasnik's solution is to say that partitive Case is only linked to theta-roles if 
the verb has theta-roles to assign as in the case of consider. If the verb has no 
theta-roles to assign, as in the case of be, the linking of Case assignment with 
theta-role assignment is not possible therefore not necessary. 

I propose here, drawing on Ritter (1988) that the difference between be 
and consider is, in fact, a structural one. Ritter claims that yeS, the Hebrew 
counterpart to existential be, has the structure given in (17a) below using 
Larson's (1988) analysis ofVPs. A rationale that might be given for such a 
structure is that, according to UTAH, Themes are generated as the external 
argument ofVP2 (the label ofVPs will be slightly changed later in the dis­
cussion). The structure of be, then, looks very similar to the structure of put, 
except that there is no external argument. 

(17) a. Ritter (1988) 
[yp [v' [y is;] [YP2 [NP a man ] [v' [y t;] [pp in the room]]]]] 

b. Larson (1988) 

[yp she [v' [y put;] [YP2 [NP the book] [v' [y t;] [pp on the table]]]]] 

Since the relation that holds between put and its object exhibits the core 
case of inherent Case assigment, it is not surprising that existential be is al­
lowed to assign Case to the following NP. Further, the distinction between 
existential be and a verb such as consider is clear as shown in (18). 

(18) a. [yp [y is;] [yp [NP someone] [v' [y t;] [pp in the room]]]] 
b. [yp [y consider] [FP [NP. some student] [F' F [se t; [AP intelligent]]]]] 

I 

Whether the ability to have such Case assignment has to do with theta-role 
assignment or the complete transparency ofVP2 due to head movement, I 
leave open for further research. The important result, however, is that given 
the structure independently argued for in Ritter (1988), the difference be­
tween be and consider is due to a difference in structure. Now we may main­
tain Belletti's claim that partitive Case as an inherent Case may never be 
assigned to the subject of a small clause without weakening the restrictions 
on inherent Case assignment. 

3.0 ENGLISH PASSIVES VS. ITALIAN PASSIVES 

A second concern which is raised by Lasnik involves a parameter distinguish­
ing Italian passives from English passives. As noted in (14) above, Italian 
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passives may assign partitive Case allowing their direct objects to remain in 
D-structure position. This is not, however, true for English passives as shown 
in (19) below. 

(19) *There has been put a book on the table. (HL: 87) 

To account for this difference, Lasnik proposes two possibilities for a param­
eter. One possibility is that the passive morpheme in Italian but not in En­
glish can assign partitive Case. This, he argues, makes the Italian passive 
morpheme behave like NEG in Russian and Polish. The second possibility 
is that in English verbs may assign only one Case, so transitive verbs may only 
assign accusative Case. This means that when passivization absorbs this single 
Case, the passive verb has no Case left to assign. In Italian, verbs may assign 
more than one Case, like in Hebrew and Turkish, therefore transitive verbs 
may assign accusative and partitive. With passive morphology only accusa­
tive Case is lost. 

3.1 Restructuring parameter 

The problem with both of these parameters is that they solve only the prob­
lem at hand. If parameters truly capture a cluster oflanguage specific phe­
nomena, we would prefer an account which would link this Italian/English 
difference to some other distinguishing feature. Here I will argue that the 
ability of passive verbs in Italian to assign partitive Case to their objects is 
due to the availability of restructuring in this language. In particular, I would 
like to relate this to the fare ... da constructions. The superficial similarities 
of these constructions are clear when we look at the following patterns. 

(20) a. *There has been put a book on the table. 
b. E stato messo un libro suI tavolo 
c. * Maria makes intervene Giovanni. 

(HL: 87) 
(HL: 71) 

d. Maria fa intervenire Giovanni. (Burzio 1986; pg. 236: 18b) 

I argue that the similarities between these two structures are due to similari­
ties between passive be (which I will call pBE) and fare. I claim that both s­

select the "bottom VP", which I call VnP, in a Larson type structure, that 
both are restructuring verbs in Italian, and that both may have a Case that 
may be passed on to the object of the lowerverb.4 Note that VnP is s-selected 
by fare and passive be. 

(21) [yp AGT [v. V [Ynp TH [Yn' Vn XP ]]]] 

To start this discussion, let us first look at the status of this "lower" VP. I 
claim that the top VP and the bottom VP are different in kind. First, the 
lower verb in this VP has no Case-assigning abilities.5 Guilfoyle, Hung, and 
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Travis (in press) argue that this is true for Malagasy verbs and here I extend 
it to verbs in all languages. It is only through movement to the higher V that 
the verb may achieve Case-assigner status. A second property of this "lower" 
VP is that it has no position to which the external theta-role may be directly 
discharged. If it appears at all, it may only appear in an adjunct lry-phrase. 
Since both of these properties are reminiscent of nominal heads, I call the 
"lower" VP a VnP; a verbal noun (or a nominal verb) similar to that in Irish 
(McCloskey 1983, Guilfoyle 1990). 

Returning to the problem of fare, let us first look at the mechanism that 
allows Giovanni to be assigned Case in (20d). Intervenire is an un accusative 
verb and therefore cannot be responsible for the accusative Case assigned 
to its object. It is clear that it is the presence of fa which allows this Case to 
be assigned. While there have been a variety of proposals concerning the 
details of Case assignment (e.g. Burzio 1986, Manzini 1983), I will assume 
an analysis involving S-structure coindexation and LFV-incorporation along 
the lines of Baker (1988).6 If intervenireis coindexed with fa, together they 
may assign the accusative Case of fa to Giovanni in object position. The 
proposal outlined above takes an even stronger position. It predicts that no 
verb embedded in a fare ... da construction will be able to assign accusative 
Case. This means that in (22) below, la macchina cannot be assigned Case 
directly by the verb riparare. Instead, it is assigned Case by the virtue of the 
fact that the verb riparare has combined with the accusative Case assigning 
verb fare. 

(22) Maria fa riparare la macchina (da Giovanni) (Burzio: p.248: 44) 
Maria has the car repaired (by Giovanni) 

In both constructions, the passive and the causative, there will be an inter­
mediary functional category. For the sake of this paper, I simply call this FP, 
though elsewhere (Travis 1991) I argue that it is an Aspect Phrase which can 
show agreement with the object.7 The relevant structures are given in (23). 

(23) a. [yp [V [Y fa [+acc] ] [FP [F' [F intervenirek] [YnP TH [Yn' [Yn t k] XP ]]]]]] 
b. [yp [V [v', stato [+part] ] [FP'rF, [F messok] [YnP TH [Yn' [Yn tk ] XP ]]]]]] , , 

In both constructions, there will be coindexation of the higher V and the 
moved Vn. This is the formalization I assume for the traditional concept of 
restructuring. Through this coindexation, the lower Vn now takes on the 
Case assigning abilities of the top V. Note that the external argument will 
never be able to receive this Case as it is in an adjunct position and will never 
be governed by the verb. It is precisely the restructuring type of coindexation 
that allows fare to assign accusative Case to the embedded object, and that 
allows the pBE to assign partitive Case (optionally) to the embedded object. 
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Now it is clear what the difference is between Italian (and other Romance 
languages) and English. No new parameter need be proposed. English 
does not allow the passive participle to assign Case to its object since there is 
no restructuring in English. Since there is no restructuring, the partitive 
Case from pBE may not be passed on to the passive participle. 

Note that this is in some ways similar to Lasnik's suggestion that it is the 
passive morphology on the verb that allows partitive Case to be assigned in 
Italian. In the present analysis, however, it is not the passive morphology as 
much as the presence of passive BE that is responsible for this Case assign­
ment. More important is that this particular fact about Italian is tied to 
another particular fact about Italian. It is a language which allows restruc­
turing. 

3.2 Short passive movement: Existential BE vs. Passive BE 

Above I have tried to answer the question of why Italian allows passive with 
no movement whereas English does not. A related question may be asked as 
to why English appears to allow passive with short movement while Italian 
does not. Sportiche (1990) raises this problem in discussing differences 
between French and English. The relevant data are given in (24) below. 
The examples in (25) show that Italian patterns with French. 

(24) a. * There were killed three men. 
b. There were three men killed. 
c. 11 a ete tue trois hommes. 
d. * II a ete trois hommes tues. 

(Sportiche 1990: pg. 88) 

(25) a. There has been a book put on the table 
b. *E stato un libro messo suI tavolo. 

At first these facts look attractive for Lasnik's analysis. Sportiche states the 
generalization for English as follows: "I suggest that the classical approach 
to there insertion is correct: Insertion of there is licensed in the specifier of be 

when be governs an argument. Movement to the position governed by be is 
therefore necessary." (p.88) Lasnik easily accounts for this with his version 
of visibility. Since the eNP requires Case, and since passive cannot assign 
Case in English, movement to a position governed by be is required. 

While these data appear to confirm Lasnik's proposal, they raise prob­
lems for the proposals sketched in this paper. I have adopted Ritter's struc­
ture for eBE in order to explain the assignment ofinherent Case to the eNP. 
It is crucial that the eNP be an argument of eBE. What, then, would be the 
structure of a string such as (24b)? In order to have three men receive parti­
tive Case, it must be the Theme ofbe+PRED. However, since three men origi-
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nates as the object of killed, it already receives a theta-role in this position. 
The data below (developed from similar examples in Sportiche 1990) show 
even more clearly that the eNP is an argument of a lower predicate. Neither 
(26a) nor (26b) can be analyzed as an adjectival passive. 

(26) a. There were two students given awards. 
b. There were only two students considered intelligent enough to 

enter the competition. 

In spite of this, I will argue that given awards and considered intelligent enough 

to enter the competition are predicates which assign a theta-role to two students. 

In other words, I claim that, in fact, the correct D-structure is as in (27), and 
that (26a,b) are not derived by short passive movement. 

(27) a. [NP] BE [Pred] 
b. [two students] BE [given awards] 

I disagree, then, with Sportiche's analysis of (24b) as short passive move­
ment. One argument for the analysis in (27a) is given in the example be­
low. 

(28) a. We met the two students [considered intelligent enough to enter 
the competition]. 

b. The two students [given the awards] were honored last night. 

In each of these cases, one would not suggest that the two students moved 
from within the modifYing phrase. Rather, the bracketed strings would be 
considered predicates. 

Another argument against deriving these "partial movement" structures 
from a D-S passive construction comes from the Romance languages. It is 
not exactly true that these languages do not have structures as in (24b). In 
fact, they do, but the matrix verb must be the existential BE. The (a) ex­
amples below show how the structure would look if in fact the derivation 
began with the D-S passive. The (b) examples show the correct structure 
using the existential BE. The (c) examples show that the existential BE in 
these languages cannot be used as a restructuring verb, accounting for the 
fact that the partitive Case may not be passed through the participal to the 
following NP. Finally, the (d) examples show the effect of successful restruc­
turing with the passive BE. 

(29) French 
a. * II est trois hommes tues. 
b. II Y a eu trois hommes tues. 
c. * II Y a eu tues trois hommes. 
d. II est tues trois hommes. 

(existential BE) 
(existential BE) 
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(30) Spanish 
a. *Ha sido un libro puesto sobre la mesa 

have been a book put on the table 
b. Habia un libro puesto sobre la mesa. (existential BE) 

was (imp) a book put on the table 
c. * Habia puesto un libro sobre la mesa (existential BE) 
d. Ha sido puesto un libro sobre la mesa 

(31) Italian 
a. *E stato un libro messo suI tavolo. 
b. C'erano due libri messi suI tavolo. 
c. *C'erano messi due libri suI tavolo. 
d. E stato messo un libro suI tavolo. 

(existential BE) 
(existential BE) 

The conclusion here is that passive BE and existential BE are not the same. 
This comes as no surprise since in many languages the words are distinct 
(French: etre, avoir, German: wurden, geben). Within the context of the analy­
sis presented here, the former selects a VnP (contained in a functional cat­
egory) while the latter has an external argument Theme and a complement 
PRED. 

(32) a. [v' [Y pBE] [FP NP [F' [F Vn j ] [YnP NP-theme [Yn' [Yn tj ] XP ]]]]] 
b. [v' [Y eBEj ] [YP NP-theme [v' [V tj] [xp Pred]]]] 

Partitive Case may only be assigned to one position in each structure. 
Where restructuring occurs (32a) , partitive Case is passed from pBE to the 
Vn head ofits complement. This Vn head may then assign partitive Case to 
its Theme argument in its theta-position. eBE may also assign partitive Case 
to its Theme argument in its theta-position as in (32b). In both structures, 
inherent partitive Case is assigned to an argument of the Case-assigning 
head. 

4.0 CONCLUSION 

In conclusion, I agree with Lasnik's main claim that an eNP requires Case at 
S-structure. Where I disagree concerns (i) the status of be in relation to 
other verbs, and (ii) the formulation of the parameter that distinguishes 

English from Italian. 
To account for the different behavior of existential be, I adopt a proposal 

of Ritter's that the existential verb forms a two-part VP. This has the effect of 
giving an argument-like relationship between this verb and the eNP. Be­
cause of this, the verb is allowed to assign the eNP inherent partitive Case. I 
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believe that this analysis of eBE is further supported by the "partial move­

ment" facts of English and the Romance languages. 

In fact, confirmation for Lasnik's proposal concerning Case can be found 

in the parameter which distinguishes Romance from English. In Romance 

languages, but not in English, there is a restructuring mechanism which 

allows for Case to be passed from a higher verb to the object of a lower verb. 

This has been shown to account for word order facts in Romance causatives. 

By assuming that eNPs need Case, the same Case account may be used to 

explain why objects of passive participles may appear after the particle in 

Romance languages but not in English. By strengthening the parameter, 

we, in fact, strengthen the original argument. 

NOTES 

·The work in this paper has benefited from discussions with Mark Baker, Lydia White, 
Maire Noonan and other members of the Syntax/Acquisition project at McGill and 
has been supported by FCAR grant #91-ER-0578 and SSHRCC grant #410-90-0523. I 
also thankJon Bobaljik, Howard Lasnik and particularly Betsy Ritter for their input. 
Italian data was supplied by Jenn Wienstein and Spanish data by Joyce Garavito and 
Adriana Chamorro. 

1 Want may not be the best choice of verbs here since it does not take small clauses 
with NP predicates: *1 want the children intellects. vs. I want the children intelligent. How­
ever, the data can be replicated with consider. I consider there *(to be) too much 
crime in the US. 
2 As pointed out by K. Johnson (1991) certain facts that have been attributed to the 
adjacency requirement for Case assignment could just as easily be subsumed under 
restrictions on phrase structure. 
3 I am agnostic at this point as to whether the subject is in the SPEC of the XP or 
external to the XP. 
4 Maria Teresa Guasti (1990) has a very similar analysis for Faire-Parconstructions, 
though she sees the difference between Italian and English as being whether or not 
infinitives have nominal characteristics. 
5 This idea draws on work done by Henrietta Hung on Malagasy morphology (see 
Guilfoyle, Hung, and Travis, 1992). A similar idea has been proposed by Sportiche 
(1990). 
6 Guasti (1991) argues that, at least in the jaire-infinitive construction, verb incorpo­
ration in fact takes place at S-structure, but that this is syntactic incorporation rather 
than morphological incorporation. 
7 The existence of the functional category will not interfere with s-selection by the V 
since the Vn will still be the semantic head of the complement. 



202 LISA TRAVIS 

REFERENCES 

Barss, A. (1985) Chains and Anaphoric Dependence: on Reconstruction and its Implica­
tions, unpublished PhD dissertation, MIT. 

Belletti, A. (1988) 'The Case of Un accusatives" Linguistic Inquiry 19. 1-34. 
Burzio, L. (1986) Italian Syntax: A Government-Binding approach, D. Reidel Publishing 

Company, Dordrecht, Holland. 
Guasti, M.T. (1991) "Incorporation, Excorporation and Lexical Properties ofCaus­

ative Heads" ms. University of Geneva. 
Guasti, M.T. (1990) 'The 'Faire-Par' Construction in Romance and in Germanic" in 

The Proceedings oj the Ninth West Coast ConJerence on Formal Linguistics, ed. Aaron L. 
Halpern, pp. 205-218. 

Guilfoyle, E. (1990) Functional Categories and Phrase Structure Parameters, unpublished 
PhD dissertation, McGill University. 

Guilfoyle, E., H. Hung, and L. Travis (1992) "Spec ofIP and Spec ofVP: Two subjects 
in Austronesian languages" Natural Language and Linguistic Theory 10,375-414. 

Huang,]. (1990) "Reconstruction and the Structure ofVP: some Theoretical Conse­
quences" talk presented at NELS 21, Universite de Quebec a Montreal. 

Johnson, K. (1991) "Object Positions" Natural Language and Linguistic Theory 9, 577-
636. 

Larson, R. (1988) "On the Double Object Construction", Linguistic Inquiry 19, 335-
392. 

Lasnik, H. (this volume) "Case and Expletives: Notes Towards a Parametric Account" 
Mahajan, A. (1990) The A/A-bar Distinction and Movement Theory, unpublished PhD 

dissertation, MIT. 
Manzini, R. (1983) Restructuring and Reanalysis, unpublished PhD dissertation, MIT. 
McCloskey,]. (1983) "A VP in a VSO language" eds. G. Gazdar, E. Klein, and G.K. 

Pullum Order; Concord, and Constituency, Dordrecht, Foris Publications. 
Ritter, B. (1988) "Existentials, Possessives, and Locatives in Hebrew" ms. Universite 

de Quebec a Montreal. 
Sportiche, D. (1990) "Movement, Agreement, and Case", ms. UCLA 
Travis, L. (1991) "Derived Objects, Inner Aspect and the Structure ofVP" talk given 

at NELS 22, University of Delaware. 



M. A. BROWNING 

COMMENTS ON RElATMZED MINlMALIlY 

1. "RIGID" MINIMALITY 

Minimality, the idea that government of an element can be blocked by an 
intervening governor, is simple and intuitively appealing; it is apparently of 
great utility in accounting for a wide variety of phenomena; and it has been 
very difficult to formulate in a manner that rules out all the relevant cases 
where government should be blocked while allowing government where 
necessary. The most influential version of minimality has been what Rizzi 
(1990) calls "rigid" minimality, by which an in tervening head blocks govern­
ment by any type of potential governor, regardless of category type. The 
central ECP-related proposal that Rizzi (1990) makes is to relativize 
minimality so that government is blocked only when competing governors 
match in some way, e.g., category level (XO vs. XP) or AI A' status. Before 
turning to Rizzi's proposals, I will review briefly three earlier versions of 
minimality and the core phenomena which they have been adduced to ac­
count for so as to highlight the similarities and differences between Rizzi's 
proposals and those which have come before. Two of these involve cases of 
heads blocking government by other heads, the other, Chomsky's "rigid" 
minimality, involves heads blocking government by any potential governor. 

The idea that a head protects elements within its domain from external 
government is essential to the analysis of NP-ing constructions in Reuland 
(1983). (1) and (2) are Reuland's (47) and (48). 

(1) b is in the governing domain of a iff 
a. a = XO (X = N, A, V, P, Comp, Infl); 
b. a and b are contained in Xi and a is the head of Xi; 
c. there is no c such that 

i. c= yo and 
ii. c and b are contained in yi and c IS the head of yi, 

unless yi contains a. 

(2) a governs bif 
b is in the governing domain of a and 
a. a has a lexical feature or is coindexed with b, or 
b. a is subcategorized for b. 

The definition of governing domain in (1) allows a head to protect all the 
elements contained in its projection, including specifiers. This is crucial to 
Reuland's account of the grammaticality of "PRO-in~( constructions, illus­
trated in (3a). 

203 
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(3) a. The architects favored being placed on the investigations committee. 
b. [s ... · [yp V [So [s NP* [Inll -ing] [yp V NP ]]]]] 
c. [s.... [yp V [5' [s NP* ej [yp V-[Inll -ing ] j NP ]]]]]] 

If the inflectional morpheme -ing stays in its position as head of S, as illus­
trated in (3b), then NP*(=PRO) will be governed. Reuland assumes that 
-ing lowers to V in the mapping to SS so that Infl does not govern PRO. 
Although the trace of Infl is not a strong enough governor to violate the 
constraint against governed PRO, its presence protects NP* from govern­
ment byV. 

This result is problematic for ECM constructions. Reuland's solution for 
dealing with the latter is to adopt the proposal (essentially following Rouveret 
and Vergnaud (1980), Kayne (1981), Kayne (1981), and Hornstein and 
Weinberg (1981» that verbs may be coindexed with prepositions heading 
their complements. Reuland assumes that infinitival to is a preposition sus­
ceptible to such coindexation and proposes that verbs can govern into the 
domains of prepositions with which they are coindexed. The embedded 
subject of an ECM complement is therefore accessible to external govern­
ment and external Case-marking. I 

While Reuland is mainly concerned with the ability of a head to protect 
its specifier from external government, the discussion of minimality in 
Chomsky (1986b) is directed towards solving the problem of that-t effects. 
The account of the ungrammaticalityof (4) in Chomsky (1981) depends on 
the existence of only one COMP (base-generated pre-S) position. When 
this position is filled with the complementizer that, intervening maximal 
projections (VP and S') block antecedent government of the trace of who. 

(4) a. *Who do you think that left? 
b. [5' whOj [s you [yp think [s' that [s tj left]]]]] 

This account of (4a) is incompatible with the CP lIP clause structure and 
Chomsky (1986b) adopts the Minimality Condition, given in (5) (essentially 
Chomsky's (92».2 

(5) 'Y is a barrier for ~ if'Y is the immediate projection of 0, a zero-level 
category distinct from ~. 3 

(6) [cp whoj [IP you [yp think [cp tj' [C' that [IP tj left ]]]]]] 

Thus, as illustrated in (6), the lexical complementizer blocks government 
of ti by ti ', that is, C' is a minimality barrier. 

Several questions immediately arise given the formulation of minimality 
in (5). For example, Chomsky notes that the grammaticality of (7a) pre­
sents two challenges, since (5) leads us to expect that V' (in parentheses) 
will act as a minimality barrier for the government of t/ and both the em-
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bedded l' and the matrix l' (not shown) will act as minimality barriers for 
the relevant VP-adjoined traces. 

(7) a. How do you want to fix the car? 
b. [cp howj [,p you [vp t j" [vP ([v,) want [cp t j' [,p PRO [I'to [vp tj [vp fix ... 

Chomsky proposes that l' never acts as a minimality barrier because the I 
projection is defective with respect to barrier creation; this is also true for 
the creation of non-minimality barriers. In addition, V' is assumed to be 
projected only when necessary, so there is necessarily no V' projection in 
(7b). Note that V' is also a potential minimality barrier for traces in comple­
ment position of V, which means that in every structure where a comple­
ment is allowably extracted, no V' may be present. (5) is therefore incom­
patible with any version of the VP-internal subject hypothesis which places 
the subject in the specifier position (daughter ofVP, sister ofV') and all V­
related modifiers must be VP-adjoined. Another problem for (5) is the 
grammaticality of (8), which illustrates the well-known insensitivity of ad­
juncts to the presence of overt complementizers. 

(8) How do you think that John will fix the car? 

This can presumably be accounted for by allowing deletion of the 
complementizer at LF, thereby eliminating the intervening minimal gover­
nor. 

Finally, additional difficulties for (5) arise with extraction from within 
NPs and PPs. Van Riemsdijk's (1978) analysis of extraction from PPs re­
quires that the moved element stop off at a PP-internallanding site, as illus­
trated in (9b). 

(9) a. Waar heeft zij vaak [pp over] gesproken 
'What has she often spoken about?' 

b .... [pp ( [p' over tj ]] ... 

By (5) , an teceden t governmen t of tj will be blocked by P'. If P is not a proper 
governor (or ifboth lexical/head government and antecedent government 
are required) then all instances of preposition stranding will be incorrectly 
ruled out. Similar problems for extraction of adjuncts from within nominals 
in Spanish are pointed out by Torrego (1985). One might argue that the 
preposition in (9b) doesn't block government because both t/ and tj are 
directly related to it, whereas tj in (6) is not directly related to the 
complementizer; however, it is unclear why the blocking effect of the head 
should be neutralized in this case. Alternatively, Chomsky (1986, class lec­
tures) suggested that the presence of a maximal projection was necessary 
for the creation of a minimality barrier. 
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(10) Y is a minimality barrier for 13 wrt a iff 
a) y dominates 13 and excludes a; 
b) Y is the immediate projection of an Xo category which governs 13; 
c) y dominates 0, an XP which dominates 13 and excludes a. 

(yand 0 may be the same category.) 

By (10), a head will block government only if its immediate projection is 
a maximal projection ill if its immediate projection dominates a maximal 
projection which dominates the potentially governed element. In (9b) P' is 
not maximal and it does not dominate a maximal projection which domi­
nates the trace t.. 

I 

Taken one at a time, ad hoc solutions can be offered for these problems. 
Taken together, an odd apparent generalization emerges: the minimality 
condition in (5) goes into effect only when the two competing governors 
are far enough, but not too far, from the element to be governed. In (9) the 
two competing governors are sufficiently close to tj that minimality is not 
triggered. In (7a) and (8), one could argue that the trace to be governed is 
sufficiently far from its potential governors that minimality again fails to be 
triggered. While the phenomena just reviewed suggest that some kind of 
minimality effect does exist, the difficulties in formulating a Minimality 
Condition that works and this odd generalization suggest that something is 
being missed. Relativized Minimality retains the basic idea (blockage of 
government by an intervening governor) while significantly shifting both 
the conceptual and the empirical motivation for the existence of a minimality 
condition. 

Before turning to Rizzi's proposals, there is one other use for minimality 
that should be mentioned. Attempts to derive the Head Movement Con­
straint from the ECP, e.g., Baker (1988), seem to require a minimality con­
dition to rule out the case of improper head movement shown in (11). 

(11) ZP 

~ 
Z yp 

/\ ~ 
X Z Y XP 

A 
Sc 

Even in cases where XP and yP are complements, direct movement from 
the head ofXP to Z is generally blocked. All of the minimality proposals just 
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reviewed will have this effect, as will relativized minimality.4 See section 3 for 
remarks concerning the consequences of Rizzi's proposals for deriving the 
HMC from the ECP. 

2. RIZZI'S PROPOSALS 

Rizzi (1990) makes three basic proposals: that minimality should be 
relativized, that the ECP consists only of a proper head governmen t require­
ment, and that empty categories must be identified. In this section I will 
give a brief summary of these proposals. 

2.1 Relativized Minimality 

Beginning with relativized minimality, the core proposal is to allow govern­
ment to be blocked only when the two competing governors are of the same 
type. For example, heads can only block government by other heads, not 
government by XPs. The Minimality Condition is as in (12), with "potential 
a-governor" defined as in (13).5 

(12) Relativized Minimality: X a-governs Y only if there is no Z such that 
(i) Z is a potential a-governor for Y, and 
(ii) Z c-commands Yand does not c-command X. 

(13) a. Z is a poten tial head governor for Y = Z is a head m-commanding Y 
b. Z is a poten tial an teceden t governor for Y, Y in an A-chain = Z is an 

A specifier c-commanding Y 
c. Z is a potential antecedent governor for Y, Yin an A'-chain = Z is an 

A'-specifier c-commanding Y 

The main argument in support of relativized minimality is that it allows a 
unified account of three phenomena: the impossibility of extracting adjuncts 
from wh-islands (as noted by Huang (1983)), Obenauer's (1983) "pseudo­
opacity" effects, and Ross's (1983) "inner island" effects. These cases are 
illustrated in (14a, b,c), respectively. 

(14) a. * How did you wonder whatJohn fixed? 
b. * Com bien a-t-il beaucoup consulte de livres? 

(cf. 'Combien de livres a-t-il beaucoup consultes?') 
c. * Bill is here, as they don't know. 

(cf. 'Bill is here, as they know.') 

In all three cases the intervention of an A'-specifier (underlined in the ex­
amples above) blocks antecedent government of the trace of an adjunct, 
resulting in ungrammaticality.6 This approach to minimality makes it impos-
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sible to treat that-tviolations as minimality effects since the potential ante­
cedent governor of the subject trace is an XP in an A'-position, while the 
overt complementizer is a head. 

2.2 Head Government 

Rizzi reduces the ECP to the constraint in (15), with the definition of head 
government as in (16). 

(15) A nonpronominal empty category must be properly head-governed. 

(16) X head governs Yiff 
(i) a. X is a head 

b. X m-commands Y 
(ii) X = {[±V, ±N], AGR, T} 
(iii) a. no barrier intervenes 

b. Relativized Minimality is respected 

'Proper head government' is head government within the immediate pro­
jection of the governing head. 

Although the ungrammaticality of (17a) can no longer be traced to a 
minimality violation, the sentence is still ruled out by the ECP under this 
new formulation. 

(17) a. *Who do you think that left? 
b. Who do you think left? 

Rizzi argues that (l7a), a partial representation of which is given in (18a), is 
ruled out because the trace of who is not head-governed. Infl cannot act as 
a head-governor for the trace because the trace is not within the immediate 
projection of Infl and the head of CP is by definition not a possible head 
governor. 

(18) a. CP b. CP 

/\ /\ 
whj C' whj C' 

A A 
C IP C IP 

I ~ I ~ 
that NP I' agrj NP I' 

I 1\ I 1\ 
t. 
I 

I t· 
I 

I 

(17b) on the other hand is grammatical. Rizzi claims that this is because C 
may be generated as AGR, as illustrated in (18b). In this case it is capable of 
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entering into an agreement relation with its specifier, as indicated by the 
coindexation in (I8b). The fact that C and the trace in subject position are 
now coindexed allows the head of CP to act as a head governor for the trace 
in subject position. 

Something additional must be said in order to rule out the ungrammati­
cal (19a), with non-emphatic do. 

(I9) a. *Who did leave? 

b. CP 

~ 
who C' 

I 

A 
C IP 

I ~ 
I NP I' 

I I 1\ 
did. 

J 
t· I t· 

J 

Assuming that i=j in (19b) via SPEC-HEAD agreement (in IP), it would seem 
that did should be able to act as a head governor for the trace in subject 
position, but this would incorrectly predict that (19a) is grammatical. Rizzi 
adopts two proposals made in Rizzi and Roberts (1989) to rule out (I9): (i) 
substitution must be into a radically null head and (ii) substitution cannot 
turn a head which is not a possible head governor into a head governor. 
Thus, C in (19b) must be radically empty (i.e. it cannot contain AGR, as in 
(ISb» in order to receive Inft, but after substitution, C will still not be a 
head governor. Moreover, Inft cannot head govern the subject trace since 
head government can only occur within the immediate projection of the 
head governor and Inft is outside of its immediate projection in this struc­
ture. Therefore, the sentence is ruled out because tj is not head-governed. 

It has generally been assumed that traces of head movement (and empty 
heads in general) are subject to the ECP. However, as Baker (1988) showed, 
it is antecedent government ofXo traces which seems to be crucial, not head 
government. A similar, though conceptually odder, result follows from Rizzi's 
system. If C in (19b) cannot head govern the subject trace, then it cannot 
head govern the trace left by movement of did.? So (19a) potentially violates 
the ECP at two points: the trace in subject position and the trace of did both 
fail to be head governed. This result is fine for (19a), since it is ungram­
matical, but there are obviously sentences in which movement of V to C 
yields a grammatical result, such as (20a). 
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(20) a. What did John buy? 

b. CP 

/\ 
who C' 

J A 
C IP 

I ~ 
I NP I' 

I 1\ 
didj t· 1 

As has just been discussed, C in (20b) is not a licit head-governor (since it is 
not realized as AGR) and did cannot act as a head governor since it does not 
govern either NP or tj within its projection. It follows that the trace of did 
has no head governor. However, since the representation is well-formed, 

Rizzi is forced to conclude that traces of heads are not subject to the head 
government requirement. In a preliminary reformulation of the ECP as a 
conjunction of conditions, Rizzi characterizes the head government clause 
as a Formal Licensing requirement and the antecedent government clause 
as an Identification requirement. The result that heads are not subject to 
the ECP (the head government requirement) means that, within Rizzi's sys­
tem, traces of heads are not subject to the formal licensing requirement; an 
odd result if we take it to mean that heads need not be formally licensed. 
Rizzi suggests that the head government requirement is suspended for Xo 
traces since the antecedents of these traces are themselves heads. There is 
another way of thinking about this property ofXo traces that is more consis­
tent with the idea that traces in general are subject to both formal licensing 
and identification requirements. Consider first that the canonical head 

government relation is that which exists between a head and its comple­

ment, that is, the formal licensing requirement is based on a substantive 
relation. One might argue that XPs in general are licensed by virtue of their 
relation to a head and attempt to derive the head government requirement 
from the set of substantive head-XP relations.s It might also be argued that 

heads are not licensed by virtue of their relation to other heads, but rather 

by their participation in a fully projected X' structure, for example. If this is 
true, then there is no reason to expect formal licensing for a head, if it 
exists, to take the form of a head government requirement. 
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2.3 Identification 

Rizzi argues that there is no across-the-board antecedent government re­
quirement for empty categories. Rather, empty categories must be licensed 
(or identified) in one of two ways: either by being part of a well-formed 
operator-variable pair or by being a member of a well-formed chain. The 
existence of these two distinct options explains the familiar argument/ad­
junctasymmetryin (21): 

(21) a. ?Which problem do you wonder how to solve? 
a'. [ep which problemj [IP'" [vp wonder [ep howj Cp PRO to solve tj tj ]]]]] 
b. *How do you wonder which problem to solve? 
b'. [ep howj [IP'" [vp wonder [ep which problemj [IP PRO to solve tj tj ]]]]] 

Both traces in the embedded clauses of (21a' ,b') are properly head gov­
erned: the trace of which problem, ti , by solve and the trace of how, tj , by INFL. 
Neither trace is antecedent governed. Rizzi argues that, because which prob­

lem and its trace bear referential indices, the necessary operator-variable 
relation may be established via binding, which requires only coindexation 
and c-command. Notice that the binding relation cannot be subject to the 
minimality condition, since otherwise the intervening A'-binder howin (21a) 
would block the relation between what and its trace.9 

The ability of an element to bear a referential index is crucial to Rizzi's 
account of the contrast in (21) and Rizzi argues that the distribution of 
referential indices is limited by the principle in (22) (Rizzi's (28), ch. 3). 

(22) A referential index must be licensed by a referential theta role. 

An index is assigned at DS to an element in a position which receives a 
referential 8-role. If the elemen t moves, it carries the index along and leaves 
an indexed trace. No other elements may bear referential indices. The 
difference between a referential and non-referential 8-role is illustrated by 
the two types of complements possible with a verb like weigh. 

(23) a. John weighed the potatoes last week. 
b. John weighed 200 pounds last week. 

Rizzi claims that the question in (24a) can be answered with either "the 
potatoes" or "200 pounds," but the (slightly marginal) question in (24b) 
can only be answered with the former. 

(24) a. What did John weigh? 
b. ?What did John wonder how to weigh? 

Selected measure phrases thus pattern with adjuncts rather than comple-
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ments. Rizzi demonstrates that the same is true of other quasi-arguments 
(e.g., idiom chunks). 

Naturally adjuncts do not receive referential a-roles; this is true even when 
they are selected by verbs such as believe. Therefore, how and its trace in (21) 
do not bear indices; (21a,b) are more correctly represented as in (25). 

(25) a. [cp which problemj [IP'" [yp wonder [cp how [IP PRO to solve tj t ]]]]] 
b. [cp how [IP'" [yp wonder [ep which problemj [IP PRO to solve tj t ]]]]] 

A relation cannot be established between how and its trace by binding, since 
no indices are involved. Rizzi proposes that the only viable alternative rela­
tion is chain co-membership, with the definition of chain as in (26) and the 
definition of antecedent government as in (27). 

(26) (ap ... , an) is a chain only if, for 1 ~ k n, aj antecedent-governs aj+l . 

(27) X antecedent governs Yiff 
(i) X and Yare non-distinct 
(ii) Xc-commands Y 
(iii) no barrier intervenes 
(iv) Relativized Minimality is respected. 

By specifying that the elements of a chain must be "non-distinct", instead of 
coindexed as is usually assumed, Rizzi allows for chains of non-indexed ele­
ments. The sharp ungrammaticality of (21 b) is not the result of an ECP 
violation strictly speaking, but does follow from a failure of antecedent gov­
ernment. (Regardless of the definition of "barrier" one adopts, antecedent 
government of the trace by how will be blocked by Relativized Minimality.) 
Because of this failure, how and its trace cannot form a chain and the empty 
category is not licensed. 

Turning finally to the licensing of NP-trace, the sharp ungrammaticality 
of super-raising cases such as (28) led Chomsky (1986b) to suggest that these 
should be ruled out by the ECP. 

(28) *Bill j seems that it was told tj that ... 

Under Rizzi's system, the trace will be head-governed by told. Since the DS 
position of Bill receives a referential a-role, the members of the chain will 
have referential indices. It will therefore be possible for the links to be 
related by binding. The prediction is that this sentence should be no worse 
than a subjacency condition violation. To account for the greater deviance 
of such cases, Rizzi appeals again to the definition of chain in (26) and to 
the a-Criterion, as given in (29). 
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(29) (i) Each Theta position belongs to a chain containing exactly one 
argument. 

(ii) Each argument belongs to a chain containing exactly one Theta 
position. 

If an element in a a-position is not a member of a chain as defined in (26), 
then the a-role cannot be assigned and (29) will be violated. In (28), Bill 
and t must form a chain in order to receive the a-role assigned by told to its 
object. This means that Bill must antecedent govern the trace-no barriers 
and no minimal governors may intervene between them. Under the defini­
tion ofrelativized minimality given above, it acts as a minimal governor and 
blocks the relation necessary for a-role transmission. 1O 

3. OBSERVATIONS 

3.1 Unifying the Antecedent Government Requirement? 

One way of characterizing the phenomena discussed in the preceding sec­
tion is to say that chains which consist only of one type of element, (30a,b,c), 
are subject to stricter locality conditions than those chains which are "mixed," 
(30d). (See Chomsky (1991) and Browning (1991/1987) for discussion.) 

(30) a. A' ... A' ... A' ... A' 
b. A ... A ... A ... A 
c. Xo ... Xo ... Xo ... Xo 
d.A' ... A 

The operator and variable in (30d) need only be related via binding. Since 
binding is not subject to Relativized Minimality (nor is it sensitive to the 
intervention of barriers), operator-variable pairs will have a greater free­
dom of distribution than the other cases. Rizzi's system does have the result 
that all of the elemen ts in each type of chain in (30a, b,c) must be related by 
government. However, for (30a) and (30c) this requirement is imposed by 
the identification requirement on empty categories, while in the case of 
(30b) the requirement is imposed by the a-Criterion. The question which 
naturally arises is "could the locality conditions on (30a,b,c) be completely 
unified?" The answer may be yes, if we extend a proposal made in Barss 
(1986). Barss proposes that empty categories have no binding features (± 
pronominal, ± anaphor) and develops a compatible theory of their distribu­
tion. It could be argued that NP-traces lack not only binding features, but 
also referen tial indices. The idea would be that only the head of an A-chain 
bears a referential index, since only the head of an A-chain is referential, 
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not the NP-traces associated with it. It would then be necessary, in Rizzi's 
system, for the links of an A-chain to be related by government, since the 
binding relation depends on the presence of a referential index on both 
participants in the relation. In this way, the locality conditions imposed on 
the three types of chains in (30a,b,c) would all arise from the same prop­
erty: the absence of a referential index. 

There is a phenomenon which seems to make this alternative account 
untenable, however. While the phenomenon supports Rizzi's distinction 
between referential and non-referential 9-roles, it also suggests that the lo­
cality constraint imposed on A-chains does not derive from the a-Criterion. 
Consider first the contrast in (31), which Chomsky (1981) argued was to be 
accounted for by the ECP. 

(31) a. *Dormire, Gianni sembra. 
b. Dormire, Gianni vorrebbe. 

The subject of dormirein (31a), an NP-trace, is not properly governed when 
the complement of the raising verb sembrare is preposed. Preposing has no 
effect on the null subject of the complement of the control verb volere, which 
is PRO. In Browning (1989), I argue that the contrast between (31a) and 
grammatical sentences such as those in (32) indicates that the problem with 
(31) is a failure of head government. «32b) is from Longobardi (1985).) 

(32) a. How likely to win is]ohn? 

a'. [cP [AP how likely [\P tj to win ]] is [\p]ohnj t jnfl tap ]] 
b. Tradito da sua moglie, credo che Mario non sia mai stato. 

'Betrayed by his wife, I believe that Mario has never been.' 
b'. [cP [yptradito tj da sua moglie ] [\P'" [\P Marioj non sia mai stato typ ]]] 

The ungrammaticality of (31a) also indicates that head government must 
be satisfied on the basis of the SS position of an empty category, a conclu­
sion also reached by Rizzi. 

Under Rizzi's system, head government is not the only requirement on 
the NP-traces shown in (32a',b'). In order for the a-Criterion to be satisfied, 
the traces must form chains with the moved NPs and antecedent govern­
ment must hold between the members of well-formed chain links. Consider 
again Rizzi's definition of antecedent government: 

(33) X antecedent governs Yiff 

(i) X and Yare non-distinct 
(ii) Xc-commands Y 
(iii) no barrier intervenes 
(iv) Relativized Minimality is respected. 
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Apparently, the antecedent governor of the trace need not literally c-com­
mand the trace at SS in order for antecedent government to hold. There 
appear to be three ways of expressing this. (1) C-command is only required 
to hold at some point in the derivation prior to SS; this would essentially be 
a modified gamma-marking approach whereby antecedent government at 
some point satisfies the requirement even if the relation ceases to hold later 
on. (2) A process of LF reconstruction replaces all or part of the wh-moved 
constituent in its DS position so that the trace is literally c-commanded, and 
therefore antecedent governed, at LF. (3) The c-command requirement is 
indirectly satisfied without literal reconstruction via an extended set of reI a­
tions of the sort proposed by Barss (1986) .11 At present we have no evidence 
on which to base a choice between these three options. 

Turning finally to the problematic phenomenon mentioned above, R. 
Kayne points out (personal communication), that the strong 
ungrammaticality of (34) is a problem for the claim that (32) involves rais­
ing.12 

(34) a. *How likely to be taken of John is advantage? 
b. *Kept onJane Fonda, tabs have never been. 

Such sentences are also discussed in Lasnik and Saito (1992), where it is 
suggested that the ungrammaticality of (34) indicates that the sentences in 
(32) must be cases of control, rather than raising. Rizzi's system offers an­
other possible explanation for the contrast between (32) and (34), one which 
would not require the sort of modifications in the analysis of passives neces­
sitated by a control approach. Compare (32a) and (34a): the salient differ­
ence between the two is that the raised subject is an idiom chunk in the 
latter and an argument in the former. In Rizzi's terms, the difference is that 
the subject in (32a) receives a referential a-role, and therefore bears a refer­
ential index, while that in (34a) does not. In this respect, the contrast be­
tween (32) and (34) supports a fundamental aspect of Rizzi's approach. 

In the discussion ofwh-movement we saw a correlation between referen­
tial indices and locality: if an element bears a referential index, it can un­
dergo "long" movement without incurring a severe violation. We seem to 
find a similar correlation in the data in (32)/ (34): if an element has a refer­
ential index, its NP-trace can be pied-piped to a position in which it is not c­
commanded/antecedent governed. Though the existence of this correla­
tion is suggestive, it is not obvious how to account for the (32) / (34) contrast 
within the Relativized Minimality framework. The problem is the following: 
in the case of wh-movement, the presence of a referential index allows a 
relation to be established via binding, a looser requirement than that of 
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antecedent government. With respect to NP-movement, Rizzi follows 
Chomsky (1981) in assuming that idiom chunks are quasi-arguments which 
receive a non-referential 8-role. So chain formation, with the necessary an­
tecedent government requirement, is required for both (32) and (34) in 
spite of the referential nature of the 8-role being "transmitted" in the case 
of the former. 

Consider the three mechanisms for establishing the antecedent govern­
ment relation in (32) mentioned above. Literal LF reconstruction, option 
(2), will not differentiate between (32) and (34). If all or a portion of the 
wh-moved constituent is replaced at LF both referential and non-referential 
NP-moved elements will c-command, and therefore antecedent govern, their 
traces. A codicil could be added to option (1), the gamma-marking ap­
proach to antecedent government, which allows gamma-marking only when 
the elements involved bear referential indices. Since adjuncts, heads, and 
quasi-arguments do not bear referential indices but necessarily participate 
in antecedent government relations when moved, this would require that 
gamma-marking be an optional means of satistying antecedent government, 
not the core indicator of the existence of the relation, as it is in the Lasnik 
and Saito (1984), (1992) system. 

Option (3), establishing the antecedent government relation indirectly 
through a chain accessibility sequence (see footnote 11) without literal re­
construction, allows the appropriate distinction to be made if we argue that 
the related elements must bear referential indices. However, this last ap­
proach introduces an inconsistency into the Relativized Minimality system 
which is almost a contradiction. Within Rizzi's system, the two means of 
identitying an empty category could hardly be more dissimilar: binding re­
quires the presence of a referential index and is not sensitive to barriers or 
Relativized Minimality; antecedent government does not require the pres­
ence of a referential index and is sensitive to barriers and Relativized 
Minimality. Now consider that Barss's chain accessibility proposals are a 
means of characterizing binding relations between antecedents and overt 
dependent elements such as anaphors. By allowing antecedent government 
to be satisfied via a chain accessibility sequence when the governed and 
governing elements bear referential indices, we are virtually saying that there 
are two kinds of antecedent government: one which is similar to binding 
and one which is not, an odd dichotomy. 

Another way of approaching this problem is to say that NP-trace, in addi­
tion to being head governed to satisfy the ECP, must be both antecedent 
governed and bound in order to be licensed. This follows naturally if we 
maintain the "traditional" assumption that NP-traces are subject to Binding 
Condition A, contrary to recent proposals by Chomsky (1986a), Barss (1986) 
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and others. The evidence for each requirement is as follows: The contrast 
between (31a) and (32) indicates that NP-trace must be head-governed and 
that head government must hold at SS (i.e., it cannot be satisfied in gamma­
marking fashion). The ungrammaticality of super-raising cases such as (28) 
indicates that antecedent government is necessary. The grammaticality of 
(32) is not a problem for this if antecedent government can be satisfied in 
gamma-marking fashion and if gamma-marking is not ordered with respect 
to Move a (following Chomsky (class lectures, 1986». This last point allows 
John in (32a) to raise to the SPEC oflP and gamma-mark its trace before the 
AP is wh-moved to the SPEC of CPo The ungrammaticality of (34) follows 
from Binding Condition A if we assume that the binding relation can be 
reconstructed via a chain accessibility sequence only when the anaphor and 
antecedent bear referential indices. Since quasi-arguments such as idiom 
chunks do not bear referential indices, the NP-traces in (34) violate Binding 
Condition A. 

At this point, these proposals are in danger of incorrectly ruling out the 
grammatical (35): 

(35) a. Advantage is likely to be taken of John. 
a'. [IP advantage is [AP likely [IP t to be taken t of John ]]] 
b. Tabs have never been kept on Jane Fonda. 
b'. [IP tabs have never been kept t onJane Fonda] 

All of the traces in (35a',b') are head governed and antecedent governed, 
but do they satisfY Binding Condition A? According to Rizzi, binding can 
only occur when referential indices are involved. The account of (34) pro­
posed above requires referential indices for the reconstruction of binding 
relations via a chain accessibility sequence. For Barss, all binding relations, 
even those involving direct c-command, are established via chain accessibil­
ity sequences. If the proposed account of (34) is to be maintained, we must 
depart from both Rizzi and Barss and claim that binding does not require 
referential indices when c-command is involved. While these proposals ac­
count for all of the data discussed in this section, they do not really elimi­
nate the odd dichotomy mentioned above. Instead, the dichotomy is no 
longer between two types of antecedent government, one which looks like 
binding and one which does not, but between "direct" binding, which in­
volves c-command at SS but no coindexation, and "indirect" binding, which 
requires something like chain accessibility and coindexation.13 Moreover, 
the proposal that direct binding need not involve referential indices is in 
direct con tradiction with Rizzi's accoun t of the asymmetry between wh-move­
ment of arguments and adjuncts. However, it is consistent with the propos­
als in Chomsky (1991), for example, which do not base their account of the 
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argument/adjunct asymmetry on a distinction between binding and ante­
cedent government. While this discussion is certainly not conclusive, I be­
lieve that the data discussed above offer support for Rizzi's claim concern­
ing the distribution of referential indices, while casting doubt on the bind­
ing vs. antecedent government account of argument/adjunct asymmetries 
in wh-movement. 

3.2 Head Movement 

Rizzi's proposals force one to adopt a view of multiple head movement which 
makes it impossible to account for Mirror Principle Effects via the ECP. As 

the possibility of doing so has already been called into question on indepen­
dent grounds (see Speas (1990)), it is unclear to me at this point whether 
this observation has serious consequences for the Relativized Minimality 
system. Consider a structure such as (36) in which X first moves to Yand the 
Y+X complex moves to Z. 

(36) ZP 

~ 
Z 

/\ 
Z Y 

/\ 
Y X 

Since heads do not bear referential indices, both traces, t and t , must be 
y x 

antecedent governed. Recall that Rizzi defines antecedent government on 
the basis of c-command rather than m-command. However, his definition 
of c-command refers to the first projection, rather than the first node, domi­
nating the potential c-commander l 4, so Yand X will c-command their traces 
as is necessary. However, since antecedent government is subject to relativized 
minimality, antecedent government oftx should be blocked by the interven­
tion ofty•15 The only alternative is to assume that the antecedent governor of 
t is t. This is no problem ifthe moved elements and their traces form one 
x y 

chain with a complex head: (Z+Y+X, t, t ). However, if (Z+Y+X, t, t ) is to be y x y x 

considered a well-formed chain, then the members of the chain must satisfY 
the non-distinctness clause in the definition of an teceden t governmen t. This 
seems particularly problematic given that in most, perhaps all, cases, X, Y, 
and Z differ in categorial features. XO categories would thus appear to be 
non-distinct if they form a complex lexical item or if they are traces of ele­
ments which do so. This means that "successive cyclic" movement of heads 
cannot be enforced and the effects of the Mirror Principle (Baker (1988)) 
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cannot be derived from ECP-related constraints on head movement. For 
example, take the case in (37) where X and Y move independently to Z. 

(37) ZP 

~ 
Z 

/\ 
X Z 

/\ 
Y Z 

The heads X, Y, and Z are non-distinct as before; the chain (X+Y+Z, t , t ) is 
y x 

well-formed. This would seem to be a seriously undesirable consequence; 
however, as noted above, recent work on head movement has called into 
question whether Mirror Principle effects exist and, if they do, whether they 
should be accounted for by a general principle such as the ECP or the iden­
tification requirement on empty categories. In addition, once morphologi­
cal subcategorization frames are introduced, it becomes impossible to tell 
whether head-to-head movement is enforced by anything other than the 
morphological properties of the heads involved. 

3.3 SPEC ofVP 

By the definition of "potential antecedent governor" given in (13c) in sec­
tion 2, the quantifier in sentences such as (38) must be in an A'-specifier in 
order to block government of the trace of combien by its antecedent. 

(38) a. Combien de livres a-t-il beaucoup consultes? 
how many of books did he a lot consult 

b. * Combien a-t-il beaucoup consulte de livres? 
how many did he a lot consult of books 

Thus, Rizzi's account of pseudo-opacity effects depends on the existence of 
an A'-specifier ofVP. There are at least two other recent proposals which 
crucially involve the specifier ofVP and both require that this position be an 
A-position. First, there are the proposals by Fukui and Speas (1986), 
Koopman and Sportiche (1988), and Kitagawa (1986), all of which involve 
generating external arguments within the maximal projection of the verb. 
Rizzi's proposals are incompatible with any of these which argue that the 
position in which external arguments are base-generated is the specifier of 
VP. However, as pointed out to me by L. Rizzi, Koopman and Sportiche 
(1988) actually propose that the subject originates in a VP-adjoined posi­
tion, as illustrated in (39). 
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(39) ... [yp NP [yp SPEC [v' V ... ]] ... 

In this structure NP is not in the specifier position of VP, but is rather the 
subject of a small clause headed by VP. This configuration is compatible 
with Rizzi's proposal that the specifier of VP is an A'-position. Moreover, 
combining Sportiche's (1988) analysis of "floated" quantifiers (which as­
sumes the Koopman and Sportiche proposal in (39)) with Rizzi's proposal 
that adverbs such as beau coup are in the specifier of VP yields the following 
prediction: when floated quantifiers and adverbs like beaucoup co-occur in a 
sentence, the word order will be floated Q-adverb, not adverb-floated Q. As 
illustrated in (40), the prediction is correct. 

(40) a. Les enfants ont tous beau coup vu ce film. 
the children have all a lot seen the film 

b. *Les enfants ont beaucoup tous vu ce film. 

As Sportiche notes, "leftward Q-movement", illustrated in (41a), appar­
ently places quantifiers in a position which is distinct from both the position 
of rightward floated quantifiers and adverbs. 

(41) a. Elle a tout vu. 
b. Les enfants ont tous tout lu. 

the children have all everything read 
c. *Les enfants ont tout tous lu. 

The contrast between (41b) and (41c) indicates that the word order of 
left-floated and right-floated quantifiers is fixed. Sportiche argues that this 
word order is explained by his analysis, which assigns a structure such as that 
in (42) to the sentence in (41b). 

(42) [,p les enfantsj ont [yp [NP tous tj 1 [yp toutj [yp V tjl ... 

In this structure tout is adjoined to VP by the SS analog of QR. If Rizzi is 
correct about the location of adverbs such as beaucoup, the word order when 
such an adverb is added to (41 b) should be as in (43). 

(43) a. Les enfants ont tous tout beaucoup lu. 
the children have all everything a lot read 

b. [,p les enfantsj ont [YP [NP tous tj 1 [yp toutj [yp beaucoup [v' V t) ... 

L. Rizzi informs me that (43) is ungrammatical. 16 This would seem to be a 
problem for Rizzi's proposals since, although tout and beau coup are both in 
A' positions and might be expected to interact, tout receives a referential 
a-role. This should allow the necessary relation between tout and its trace to 
be established via binding, which is not subject to Relativized Minimality. 
Rizzi suggests that this fact can be accounted for by Cinque's (1989/forth-
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coming) revision of Relativized Minimality, which takes into account the 
referentiality of the head of the chain as well as the referentiality of the 
a-role assigned. Because tout itself is not sufficiently referential, beau coup 
would block its leftward movement, in spite of the fact that it receives a 
referential a-role. So, while Rizzi's proposals are incompatible with some 
versions of the VP-internal subject hypothesis, they work well with the pro­
posals in Koopman and Sportiche (1988) and Sportiche (1988). 

There appears to be no way to combine Rizzi's system with Larson's (1988) 
analysis of double object constructions, however. Consider the structure 
Larson assigns to the sentence in (44a). 

(44) a. John sent Marya letter. 
b. ... [yp [v' sendj [yp MarYj [v' [v ~ ~ ] a letter] ]]] 

Mary moves from its DS position as sister of V to the specifier position of the 
lower VP. Since Mary receives Case in this position, it is difficult to see how 
it could be characterized as an A' -position. Moreover, placing Mary in a 
position similar to that shown in (39), as the subject of a VP-headed small 
clause, is conceptually at odds with Larson's X'-theory. 

Another point of incompatibility between the two sets of proposals arises 
from the proliferation VP shells which Larson allows. Presumably every VP 
shell has its own specifier, each of which is positioned to block government 
by a c-{;ommanding specifier. Consider Larson's direct derivation of the 
passive, illustrated in (45). 

(45) a. Mary was sent a letter. 
b. [IP MarYj [I' was [yp [v' sentj [yp a letter [V' tj tj ]]]]]] 

1 I 
In this derivation, a letter remains in its DS position: the specifier ofVP. Since 
it c-commands tj and does not c-command Mary, by Relativized Minimality a 
letterwill block antecedent government of tj by MaryY It is difficult to see 
any way around the incompatibility between Larson's proposals and Rizzi's. 

NOTES 

* This is a revised version of comments made on a pre-publication draft of Rizzi 
(1990) at the Second Princeton Workshop on Comparative Grammar. My goal at the 
workshop was not to present an exhaustive analysis of Rizzi's proposals, a task which 
would have been far beyond the scope of the workshop format, but rather to point 
out some consequences and potential problems which I found interesting; I have 
not significantly expanded this version of my comments beyond the original. 
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I Reuland does not adopt an S' deletion analysis of ECM structures and seems to 
assume that verbs can in general govern into S', as long as C is null. 
2 Chomsky (1981) mentions (p. 163) the definition of government in (i), with the 
minimality dause in (b), as being "in the literature." 

i) a governs P if and only if 
(a) a = XO 
(b) a c-commands p and ifyc-commands P then yeither c-commands a or is 

c-commanded by p 
However, he rejects (i) in favor of a definition in which government is blocked only 
by the intervention of maximal projections dominating either the governor or gov­
erned element. 
3 Chomsky gives "a projection" as an alternative to "the immediate projection" in his 
(92), though he tends strongly in the discussion towards adopting the narrower for­
mulation of the condition. 
4 Drawing on a pre-publication version of Rizzi (1990), Baker (1988) proposes a 
relativized version of minimality that takes into account other innovations in the 
ECP which he proposes. Discussion of Baker's proposals would take these comments 
too far afield. 
5 Rizzi's definitions of head government and antecedent government are discussed 
below. 
6 Note that, in order to function as minimal governors under the definitions in (13), 
beau coup in (14b) and the negative morpheme in (14c) must be in specifier posi­
tions; see below for discussion. 
7 Did will be able to antecedent govern its trace. 
8 A potential conceptual problem for this approach to deriving the head govern­
ment requirement of the ECP is that one would expect a specifier, in particular, a 
subject, to be licensed by the head of the projection. It is a basic property of all 
approaches to the ECP that subjects in general are not properly governed by Infl. 
9 In this respect Rizzi's proposals differ significantly from the proposals of Aoun and 
Li 1989, which, although they appeal to a kind of minimality condition, require that 
condition to apply to variable binding. 
10 A similar explanation is given for the contrast below involving the ditic-trace rela­
tion. 

i) Jean essaie [ de Ie faire t ] 

'Jean tries to do it.' 

ii) *Jean l'essaie [ de faire t] 
'Jean tries to do it.' 

II A discussion that does justice to the complex interrelated proposals in Barss (1986) 
is far beyond the scope of this paper. Instead I will give a radically simplified charac­
terization of Barss's approach to reconstruction in cases such as (i). 

i) Which picture of himself did John buy? 

Barss's version of the binding theory basically requires the anaphor to be linked to 
an antecedent which is a sister of some member of the anaphor's chain accessibility 
sequence, defined as in (ii). «ii), taken from Barss's chapter 3, is revised in later 
chapters, but the essence remains the same.) 
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ii) Chain Accessibility Sequence 
S = (aI' ... , a) is a well-formed chain accessibility sequence for an NP A only if: 
a. Aisa l 

b. some a j is a projection of the governor of A 
c. for every pair (al' a j +I), either (1) or (2): 

1) a j+1 immediately dominates a j 

2) (a j , a j +l ) is a link of a well-formed (A' or A) chain 

The structure of (i) is given in (iii) with the members of the anaphor's chain acces­
sibility sequence in boldface with subscripts to indicate their position in the sequence. 
Clause (ii.a) stipulates that the anaphor is always a 1• 

(iii) 

~ 
NP4 C'IO 

A ~ 
wh N'3 IPg 

~ ~ 
N PP2 NP l's 

picture A John A 
P NP1 VP7 
of himself I 

V' 
~~ 

V NP5 
like t 

The sequence proceeds from 1 to 4 via clause (ii.c.1); PP2 satisfies clause (ii.b). The 
link (a4, a5) is established via clause (ii.c.2). The rest ofthe sequence proceeds again 
on the basis of clause (ii.c.l). The antecedent John is sister to a member of the acces­
sibility sequence, a8 = 1', and so the anaphor satisfies Binding Condition A. 
It should be noted here that Barss (1986) argues that empty categories do not have 
binding features and are therefore not subject to the Binding Conditions. 
12 An anonymous reviewer points out that the same problem is raised by the 
ungrammaticality of "How likely to be a riot is there?" The comments which follow 
apply equally to these sorts of examples. 
13 I am using "indirect" binding informally here and do not intend to refer to the 
proposals in Haik (1984) 
14 Rizzi's definitions of c-command and m-command, from his footnote 3, ch. 1, are 
given below. 
i) X m-commands Y iff neither X dominates Y nor vice versa, and the first 

maximal projection dominating X dominates Yas well. 
ii) X c-commands Y iff neither X dominates Y nor vice versa, and the first 

projection dominating X dominates Yas well. 

15 Rizzi assumes that even null heads can block government, contra Chomsky (1986). 
In particular, the two approaches differ in their analyses of sentences like (i). 
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i) John tried [cp C [IP PRO to leave]] 

Rizzi argues that the empty C is a minimal governor for PRO, blocking government 
by the matrix verb. Chomsky argues that CP inherits barrierhood from IP, thereby 
blocking government of PRO. 
16 The simpler (i) should also be ungrammatical. 

i) Les enfants ont tout beaucoup lu. 
the children have everything a lot read 

Rizzi's proposed solution for (43) would apply to (i) as well. 
17 Note that in (44) a letter, which is a V' adjunct, does not act as a minimal governor 
for the trace of Mary since it is not in an A-specifier. (See (13b) in section 2 above.) 
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GUGLIELMO CINQUE 

'LONG' WH-MOVEMENTS AND REFERENTIALI1Y 

INTRODUCTION 

In the recent literature on Bounding and Government, a certain consensus 
exists on the necessity of distinguishing two types ofwh-movement: 'long' 
and 'successive cyclic' 1, even though many fundamental aspects of this analysis 
are still moot; among these, the questions in (1) and (2). 

(1) a. What are the precise classes of elements that undergo 'long' and 
'successive cyclic' wh-movement, respectively? 

b. What are the principles that determine the existence of these and 
just these two types ofwh-movement? 

(2) What is the nature of the locality conditions on 'long' and 'successive 
cyclic' wh-movement? 

Here, I shall be concerned primarily with question (1) a, and to a lesser ex­
tent with question (1b).2 Mter briefly reviewing the influential position of 
Barrierson these points, and a recent alternative proposal, that of Rizzi (1988), 
I will discuss some new facts bearing on (l)a which seem to be more easily 
integrable in Rizzi's system than in the Barners's system, and which appear 
to suggest a particular refinement of the system proposed in Rizzi (1988) 
(See now Rizzi 1990). 

The main point that will be made is that only those constituents can be 
'long' wh-moved which are used referentially (in a sense to be made precise). 

1. THE BARRIERS SYSTEM 

In Barners, Chomsky, building on work by Huang and Lasnik and Saito (see 
Huang (1982), Lasnik and Saito (1984)), suggests that the answer to (l)a 
and b is provided by (a particular formulation of) the ECP. Consider (3) to 
(7).3 

(3) 

(4) 

(Proper Government) a properly governs f3 iff a a-governs or 
antecedent-governs f3 (p.17) 
(y-marking) If f3 is properly governed it is assigned [+y] indelibly. If f3 
is not properly governed, it is assigned [1'] indelibly (pp.17-18) 

(5) Such y-marking takes place at S-structure for A-positions, and at LF for 
A'-positions (p.18) 

226 
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(6) Empty categories (ec's) not required by the Extended Projection Prin­
ciple can delete between S-structure and IF (possibly after having prop­
erly governed and "tmarked other ec's) (p.2l) 

(7) ("tChecking, applying at IF) : * [ -"I] (p.18) 

This formulation of the ECP 4 has, among other consequences, that offorc­
ing a strict successive cyclic derivation for all categories which (like adjuncts) 
are in A'-positions, and of permitting 'long' wh-movement of all categories 
which are in A-positions (pace the Subjacency condition). Consider briefly 
how. (8) a below is a case of extraction of a 9-governed category; (8) b of a 
non~-governed category in A-position; (8)c-d. cases ofnon-9-governed cat­
egories in A'-position. 

(8) a.? Which particular problem were you wondering how to [t' [ phrase t]] 
b. ? Which student did he wonder whether to [t' [consider [t intelligent]]] 
c. How have you [t"'[decided [til to [t'[phrase the problem t ]]]]] 
d. *How are you [t"wondering [which problem [to [t' [phrase t ]]]]] 

Let us start from (8) c. The trace there is non-9-governed. Hence, to be 
properly governed, i.e. to be assigned [+')'], it must be antecedent-governed. 
It is if how moves successive cyclically adjoining first to the embedded VP. 
Given the Barriers definition of Government, til antecedent-governs t'. til 
cannot delete between S-structure and IF because, for ec's in A'-position 
like the trace of how, "I-marking applies only at IF. If it deleted, t' would not 
be "tmarked. 

This also means that the trace left adjoined to the embedded VP must 
itself satisfy the ECP, i.e. be antecedent-governed, as must every higher ec 
needed to antecedent-govern a lower ec. 

No one of the ec's represented in (8)c can thus be missing (whence the 
strict successive cyclic movement of how) ,nor can it delete prior to IF. 

The reason why, within this system, (8)d is illformed is now transparent. 
It violates the ECP. If not t', til fails to be properly governed (antecedent­
governed). As the SPEC of the embedded CP is filled byanotherwh-phrase, 
the closest antecedent is til'. But this phrase does not antecedent-govern t". 
A barrier (by inheritance), CP, intervenes between them. 

Consider now (8)a and b. In (8) b, the trace is not 9-governed. Hence it 
must be antecedent-governed. This forces the phrase to adjoin to the higher 
VP, from where it can antecedent-govern the original trace and assign it [+"1] 
at S-structure since the latter is in an A-position. But once it has gamma­
marked the original trace at S-structure, the VP-adjoined trace can delete, 
so that no other intermediate ec will be needed to antecedent-govern it. 
This has as an immediate effect that the phrase will be free to undergo 'long' 
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wh-movement from the VP-adjoined position (I abstract again from the ef­
fects of Subjacency). 

Finally, in (8)a, the trace is 9-governed by the verb, which thus assigns it 
[+y] at S-structure. This marking, carried along to LF, by itself satisfies the 
ECP. No antecedent-government is required and 'long' wh-movement is 
again permitted by the ECP.5 

2. AN ALTERNATIVE: THE REFERENTIAL O-ROLE APPROACH OF RIZZI (1988) 

Despite its remarkable success in deriving many important distinctions, the 
Barriers system raises a number of questions, both conceptual and empiri­
cal. Concerning the former, Rizzi (1988) notes the existence of a redun­
dancy between the generalized requirement of head-government (cf. 
fn.4,here) and the O-government requirement of 'proper government' (see 
(3) above). Every phrase which is O-governed is, a fortiori, head-governed. 
So both clauses of the 'conjunctive' formulation ofECP turn out to require 
some sort of head government. A second problem inherent in the formula­
tion of proper government is, as often remarked, the disjunction between 0-
government and antecedent-government. To admit a disjunctive statement 
of this sort amounts to admitting that the nature of the relevant generaliza­
tion is not understood.6 

As to the empirical problems, they are inherent in the general prediction 
that phrases in A-positions should be able to undergo 'long' wh-movement. 
This does not seem always to be the case. 

Consider, for example, measure object NPs and objects ofidiomatic VPs. 
As poin ted out by Rizzi (1988) and Koopman and Sportiche (1988)), among 
others, they fail to undergo 'long' wh-movement despite the fact that they 
are presumably O-marked by the verb which selects them. See, for example, 
(9)-(lO), which contain measure phrases, and (11)-(12), which contain the 
VP idioms fare giustizia 'do justice' and prestare attenzione 'pay attention'. 

(9) * Quanti chili ti ha chiesto se pesavi?' 
How many kilos has he asked you whether you weighed? 

(lO) * Quanti chilometri non sai se Venezia disti da Treviso? 
How many kilometers don't you know whether V. is far from T.? 

(11) *GIUSTIZIA, mi domando quando faranno finalmente! 
Justice, I wonder when they will finally do! 

(12) *L'attenzione che non ho ancora deciso a chi prestare e poca.8 

The attention that I haven't decided yet to whom to pay is little. 
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These NPs can of course be wh-moved at an unbounded distance via the 
successive cyclic option, provided that no weak islands intervene. See (13) 
and (14): 

(13) a. Quanti chili credi che riuscinl a pesare dopo questa dieta? 
How many kilos do you think that he will be able to weigh after this 

diet? 
b. Quanti chilometri credi che abbia detto che distava, Venezia? 

How many kilometers do you think he said that V. was far? 

(14) a. GIUSTIZIA, dice di voler fare! 
Justice, he says he wants to do. 

b. L'attenzione che ho deciso di prestare a Gianni e poca. 
The attention that I decided to pay Gianni is little. 

Ifwe must conclude that 'long' wh-movement is not simply a prerogative of 
phrases in A-positions, of which class of elements is it a prerogative of? 

On the basis of the con trast between ordinary objects which can be 'long' 
wh-moved and measure or idiomatic NPs, which can not, Rizzi (1988) sug­
gests that it is the nature of the 9-role involved which matters, over and 
above the requirement that the target of 'long' wh-movement be in an A­
position. He expresses this condition unitarily by requiring that the target 
of 'long' wh-movement be a phrase receiving a a-role referring to the par­
ticipants in the event described by the predicate (agent, theme, goal,etc.) , but 
not measure, manner, or the role assigned to quasi-arguments such as idiom 
chunks. He calls the former referential, and the latter non-referential, 9-
roles. 

Concerning the deeper question of why 'long' wh-movement should be 
limited to phrases receiving a 'referential' 9-role, he proposes a solution in 
which the classical notion of referential index comes to playa crucial role. 

The essence of Rizzi's proposal can be summarized as follows: 

(15) a. The use of indices should be restricted, as in the classical theory of 
Chomsky (1965), to express referential dependences between 
different arguments. 

b. Movement does not create indices, but can only carry (referential) 
indices which are "made legitimate by certain referential proper­
ties of the elements bearing it" (i.e. are assigned to phrases 
receiving a referen tial 9-role) . 

c. The Binding relation (X binds Y iff (i) Xc-commands Yand (ii) X 
and Y have the same referential index) is defined in terms of the 
notion of referential index. 



230 GUGLIELMO CINQUE 

These assumptions have the effect of restricting Binding relations to phrases 
bearing a referential a-role. 

This restriction, as Rizzi notes, subsumes the essential effect of the identi­
fication clause of the ECP, capturing the fundamental argument/adjunct 
asymmetries. The A' -dependency between an operator phrase which re­
ceives a referential index at D-structure and its trace can be expressed through 
Binding. But the A'-dependency between an operator phrase which does 
not receive a referential index at D-structure and its trace cannot be so ex­
pressed. As the operator phrase must still be somehow connected to its 
trace, the system must resort to other available means. It is tempting to say 
that in the modular structure of the theory there are only two ways in which 
two elements can interconnect: through Binding or (Antecedent-) Government. 
Binding being unavailable except for elements bearing a referential index, 
only (antecedent-) government is left to A'-dependencies not involving ref­
erential indices. 

As Binding is intrinsically non-local (paceSubjacency) and (antecedent-) 
government local, the option of 'long' wh-movementjust for phrases bear­
ing a referential a-role follows; as follows the requirement that each link of 
the successive cyclic derivation (left for the other phrases) obey (anteced­
ent-) government. 

This is essentially the source for the observed asymmetries. 
(8c), (13a-b) and (14a-b) are well-formed cases of successive cyclic wh­

movement. The wh-phrases involved, not receiving a referential a-role 
(hence, index) at D-structure, cannot connect to the original trace via Bind­
ing. But they can connect to it via a chain of antecedent-government rela­
tions since no government barriers intervene between any of the pairs of 
positions involved. 

(8)d, (9)-(10) and (11)-(12) are illformed since the wh-phrase can con­
nect to its original trace neither via Binding (it does not receive a referential 
index at D-structure), nor via (antecedent-) government (a barrier by in­
heritance, the interrogative CP node, intervenes between the embedded 
VP adjoined ec and the matrix VP adjoined ec). 9 (8a and b) are wellformed 
cases of 'long' wh-movement since here the wh-phrase receives a referential 
a-role (hence a referential index) at D-structure and can thus connect to its 
trace via Binding, after movement. 

The fact that a Government barrier (or a potential A'-antecedent) inter­
venes between them is thus un consequential. The fact that wh-phrases not 
receiving a referential index at D-structure cannot cross other weak islands 
besides wh-islands also follows from the (antecedent-) government require­
ment on each link of the successive cyclic derivation. See, for example, 
(16)a-b through (18)a-b. The a-cases exemplify the behavior of measure 
phrases; the b-cases that of objects ofVP idioms: 
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(16) a. Quanti chili (*non) pesi? 
How many kilos do(n't) you weigh? (negativeisland-cf. Ross (1984)) 

b. Quanta attenzione (*non) ti ha prestato? 
How much attention has(n't) she payed you? 

(17) a. * Quan ti chili ti rammarichi che lei pesi? 
How many kilos do you regret that she weighs? 
([active island -cf. Erteshik (1973) 

b. * Quan~ attenzione ti rammarichi di avergli prestato? 
How much attention do you regret you payed him? 

(18) a. * Quanti chili ha certamente contato pesare per lei? 
How many kilos was it certainly important to weigh for her? 
(Extraposition island, cf. Kayne (1984)) 

b. * Quanta attenzione ha certamente contato prestargli? 
How much attention was it certainly important to pay him? 

In (17-18), a Government barrier, the non L-marked embedded CP, inter­
venes between two positions of the successive cyclic derivation. In (16), a 
potentiaIA'-antecedent (the negation) intervenes (cf. Rizzi (1990)).10 

Under this Binding/Government approach, the ECP can reduce to the 
formal licencing requirement (a non-pronominal ec must be properly 
head-governed), thus eliminating the redundancy observed above and sim­
plifying the overall system. Even the second conceptual problem observed 
above dissolves. The irreducible disjunction between 9- and antecedent­
government in the formulation of ECP has no primitive theoretical status, 
its effects having been subsumed by two independent principles, Binding 
and Government. 

3. A REFINEMENT: THE ROLE OF REFERENTIALITY 

Having thus reviewed two particular partitioning of the classes of elements 
undergoing 'long' and 'successive cyclic' wh-movement, that of Barriers and 
that of Rizzi (1988), I will now discuss some new facts bearing on this ques­
tion, which in fact appear to suggest the necessity of further restricting the 
class of elements that undergo 'long' extraction. Since they point to the 
linguistic relevance of a particular notion of referentiality, they provide con­
firmation for the general approach of Rizzi (1988), while also suggesting an 
important refinement of that system. 

To anticipate the main conclusions that will be reached, it appears that, 
of all the phrases that receive a referential 9-role, in Rizzi's sense, only those 
can be 'long' wh-moved which are used strictly referentially, i.e. which refer 
to specific members of a preestablished set. This characterization recalls 
Pesetsky's (1986) important notion of D(iscourse)-linking, to which I re-
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turn later to subsume it under the relevant notion of referentiality utilized 
here. For the significance of (a somewhat different conception of) 
referentiality in the account of 'long' wh-movement, see also Aoun (1986), 
Aoun et al. (1987). 

This result, within Rizzi's system, may be derived if, everything else held 
constant, we further restrict the assignment of referential indices just to 
(wh-) phrases which are used referentially (e.g., which are D-linked). Only 
these will be able to enter binding relations via the referential index mecha­
nism (For a discussion on the notion of binding involved, also see Rizzi 
1990,1991). 

Whenever reference to members of a preestablished referential set is in­
herently impossible for some phrase, or hard to force, then, even if the phrase 
receives a referential a-role, it will not be able to enter a binding relation 
with its trace, so that no 'long' wh-movement will appear to be open to it. 

To check the relevance of referentiality for binding relations, we need 
some independent way to discriminate between the two classes of referen­
tial and non-referential elements. One phenomenon which discriminates 
between referential and non-referential constituents is coreJerena. Plainly, 
only referential elements can enter coreference relations. So, for example, 
R-expressions, pronominals and (lexical) anaphors can corefer with each 
other, but, as is well-known, certain types of quantifiers cannot freely corefer. 
They can be linked to a pronoun only if they c-command it; i.e., if they 
'bind' it, in a sense of 'binding' that we might try to unify with that consid­
ered so far, but that I will treat as distinct here. 

So, for example, it is possible for the pronoun 10 'him' in (l9)a to be 
linked to the R-expression il museD 'the museum' even if the latter does not 
c-command the former. This is because they are both referential; hence, 
they can freely corefer. No link between 10 and the quantified phrases ogni 
museD 'every museum', nessun museD 'no museum' is on the other hand pos­
sible in (19)b and c, respectively, as both possibilities fail here. The quanti­
fied phrases do not c-command the pronoun (at either S-structure or LF), 
nor can they corefer with it, being non-referential : 

(19) a. [Gli alunni che dovevanovedere il museo] lohannovisitato in fretta. 
The pupils who had to visit the museum visited it hurriedly 

b. *[ Gli alunni che dovevano vedere ogni museo] hanno finito per 
visitarlo in fretta. 

The pupils who had to visit every museum ended up visiting it 
hurriedly 

c. * [Gli alunni che non volevano visitare nessun museo] lo hanno visitato 
in fretta. 

The pupils who wanted to visit no museum, visited it in a hurry 
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Similarly, ogni N', nessun N: unlike ordinary R~xpressions, show weak cross­
over effects. Cf. (20) vs. (21) : 

(20) Sua madre ha presentato Maria ad un ragazzo. 
Her mother introduced M. to a boy 

(21) a. * Sua madre ha presentato ogni figlia ad un ragazzo 
Her mother introduced every daughter to a boy 

b. * Sua madre non ha presentato nessunafiglia ad un ragazzo. 
Her mother introduced no daughter to a boy 

Quite independently of the exact account of weak crossover one adopts ll , 

the contrast between (20) and (21) appears to be imputable to the same 
cause: namely, the availability in (20), and the unavailability in (21), of a 
coreference reading. 

What we expect, then, quite generally, is that all those NPs that can be 
linked to a pronoun only if they c-command it (and which show weak cross­
over effects) will not undergo 'long' wh-movement, but only 'successive cy­
clic' wh-movement. This is so because they are not referential; hence do not 
receive a referential index; hence cannot enter a binding relation. 12 Since 
only the 'successive cyclic' option is open to them, we expect, then, that no 
such NP will extract from a 'weak' island. 

3.1 Extraction from 'weak' islands 

As a matter of fact,neither the universal distributive quantifier ogni N' nor 
the negative universal quantifers nessun N', niente 'nothing', which we saw 
behave as non-referential elements (cf.(19)b-c), are extractable from weak 
islands. Cf. (22) and (23) : 

(22) a. *OGNI DICHIARAZIONE, mi chiedo perche abbia ritrattato. 
Every statement, I wonder why he retracted. 

b. *OGNI MUSEO, non vuole visitare. 
Every museum, he does not want to visit. 

c. *OGNI DICHIARAZIONE, mi rammarico che abbia ritrattato. 
Every statement, I regret that he retracted. 

d. OGNI MUSEO, e uno scandalo che chiudano. 
Every museum, it is a scandal that they shut. 

(23) a. *{NESSUN LIBRO/NIENTE} mi domando perch€! abbia 
comprato!IS 

{No book/nothing}, I wonder why he bought. 
b. *{NESSUN LIBRO/NIENTE} non e vero che abbia comprato. 

{No book/nothing}, it is not true that he bought. 
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c. *{NESSUN LIBRO/NIENTE} mi dispiace che abbia comprato. 
{No book/nothing}, I regret that he bought. 

d. *{NESSUN LIBRO/NIENTE} sarebbe disdicevole che avesse 
comprato. 

{No book/nothing}, it would be unbecoming that he bought. 

This implies, within the present analysis, that the quantifiers do not receive 
a referential index at D-structure as a consequence of their non-referential 
nature. 

The distributive universal quantified phrase Ogni N' (and the similar 
qualunque N', qualsiasi N' 'whatever N', chiunque 'whoever') contrast with 
the non distributive universal quantified phrase tutti Np, which apparently 
can be 'long' wh-moved (cf. (24) vs. (22», and has consistently an interpre­
tation (the 'collective' one) in which it is neither subject to the pronoun 
binding requirement (cf. (25) vs. (19b», nor to weak crossover (cf. (26) vs. 
(21a». See also Reinhart (1983). 

(24) a. TUTTI I MUSEI, mi chiedo chi possa aver visitato. 
All the museums, I wonder who can have visited. 

b. TUTTI I MUSEI, non ha visitato.14 
All the museums, he had not visited. 

c. TUTTI I MUSEI, mi rammarico che abbiano fauo chiudere. 
All the museums, I regret that they shut. 

d. TUTTI I MUSEI, sarebbe necessario che chiudessero. 
All the museums, it would be necessary that they shut. 

(25) [Quelli di loro che hanno visitato tutti i musez1 li hanno trovati uno 
piu' interessante dell'altro 

Those of them who visited all the museums found them one more 
interesting than the other. 

(26) [Le loroaffermazioni incaute] hanno finito per rovinare tutti i miei amici. 
Their un cautious statements ended up ruining all my friends. 

3.2 Longobardi's scope Reconstruction facts 

In Longobardi (1987b), the important observation is made that Recon­
struction of the scope of an extracted quantifier is not only blocked by strong 
islands (cf. Longobardi (1986» but also by weak islands. 

Normally, the scope properties that a quantifier has on the basis of its 
D-structure position are preserved when it is moved to an A'-position (cf. 
Riemsdijk and Williams (1981), Cinque (1982), Haik (1984) and references 
cited there), though new properties may arise as a consequence of its 
S-structure position (cf. Chomsky (1980». For example, in (27) a, though 
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not in (27) b, the quantifier phrase quanti pazienti 'how many patients' can 
be in the scope of the universal distributive quantifier ognuno dei medici 'ev­
eryone of the doctors'. That is, (27) a can be satisfied by a family of answers 
("I think that dr. Rossi can visit 5 in one hour, dr. Bianchi 7, etc."). (27) b, on 
the other hand, admits only one answer (e.g. "7") 15: 

(27) a. Quanti pazienti pensi che ognuno dei medici riesca a visitare in 
un'ora? 

How many patients do you think that everyone of the doctors can 
visit in one hour? 

b. Quanti pazienti pensano che ognuno dei medici riesca a visitarli in 
un'ora? 

How many patien ts think that everyone of the doctors can visit them 
in one hour? 

As Longobardi noted, this scope Reconstruction is apparently blocked when 
the quantifier in question is extracted from a weak island, which otherwise 
normally allows extraction (and Reconstruction) of complements. See (28)a­
d: 

(28) a. ? Quanti pazienti ti chiedevi come ognuno dei medici riuscisse a 
visitare in un'ora? 

How many patients did you wonder how everyone of the doctors 
could visit in one hour? 

b. ? Quanti pazienti pensi che ognuno dei medici non riesca a visitare 
in un'ora? 

How many patien ts do you think that everyone of the doctors can 
not visit in one hour? 

c. ? Quanti pazienti ti lamenti che ognuno dei medici sia riuscito a 
visitare in un'ora? 

How many patients do you regret that evryone of the doctors 
managed to visit in one hour? 

d. ? Quanti pazienti sarebbe uno scandalo che ognuno dei medici 
visi tasse in un' ora? 

How many patients would it be a scandal that everyone of the 
doctors visited in one hour? 

For each of (28), the family of answers which was possible in (27)a is ex­
cluded. (28)a-d are (in fact, only marginally) possible with an interpreta­
tion roughly paraphrasable as (cf. Longobardi (l987b)) "How many patients 
are such that you wondered how everyone of the doctors could visit them in 
one hour?", etc., in which the quantified phrase acquires a referential read­
ing (cf. below for independent evidence to this effect). 
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Longobardi (1987b) and Rizzi (1988,fn.14) interpret this fact as suggest­
ing that scope Reconstruction is only possible where the operator can be 
connected to its variable through a chain of antecedent-government rela­
tions ; hence not across the boundary of even one weak island. The ques­
tion is why scope Recostruction should require such a chain whereas Recon­
struction of other properties does not. See (29)a-c and (30), which exem­
plify Reconstruction of principles A, B, C of the Binding Theory and pro­
nominal binding,respectively, across a wh-island : 

(29) a. E' a se stessa che non so se lei pensi. 
It's of herself that I don't know whether she thinks. 

h. *E' a lei che non so se Maria pensi. 
It's of her that I don't know whether M. thinks. 

c. *E' a Maria che non so se lei pensi. 
It's of Mary that I don't know whether she thinks. 

(30) A chi 10 ha aiutato, non so se ognuno di loro restituira il favore. 
To those who helped him, I don't know whether everyone of them will 

reciprocate 

Given the preceding discussion, it appears that this curious property of scope 
Reconstruction need not be stipulated. In other words, no special condi­
tion need be imposed on this type of Reconstruction. Its properties as ex­
emplified in (28) can rather be seen as simple effects of the non-referential 
nature of the extracted quantifier.When it interacts with another quantifer, 
quanti N'must be interpreted non-referentially. As a consequence of that, 
the wh-phrase will be able to connect to its trace only via a chain of anteced­
ent-government relations, not via binding (whence the character of (28) 
noted by Longobardi). On the other hand, when quanti N' does not inter­
act with another quantifier, it (marginally) admits of a referential reading. 
Hence the marginal possibility of extracting it from a weak island. Cf. (28) 
above and (31) : 

(31) Quanti pazienti non ricordi se lui avesse visitato? 
How many patients don't you remember whether he had visited? 

It is apparently possible to check the correctness of this analysis by check­
ing the twofold prediction that it makes. It was said that whenever quanti N' 
interacts with another quantifier it is non-referential. We should, then, ex­
pect no coindexation to be possible between it and a pronoun outside its 
c-command domain, since both coreference and pronominal binding are 
unavailable. Conversely, when it does not interact with another quantifier, 
such coindexation should be marginally possible, as reference (hence, 
coreference) is marginally available to it, as noted. 
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This is precisely what we find. Compare (32) with (33): 

(32) * [Quanti pazienti ogni medico potesse visitare] non era chiaro neppure 
a loro? 

How many patients every doctor could visit was not clear even to them? 
(33) [Quanti pazienti fossero rimasti da visitare] non e chiaro neppure a 

loro? 

How many patients were left still to be visited wasn't clear even to 
them? 

Similar considerations apply to such quantifier phrases as tanti N' ... quanti 

N' 'as many N' ... as', cosi' tanti N' ... che, 'so many N' .. that', etc. 

3.3 Clitic Left Dislocated bare quantifiers 

The evidence discussed in this section presupposes an analysis of the Ro­
mance construction of Clitic Left Dislocation (CLLD) that cannot be given 
in full here. I refer to Cinque (1990, chapter 2) for a detailed justification 
of the main points of this analysis, which will be simply stated here. 

CLLD, as opposed to Topicalization, does not involve (movement of) an 
empty operator. This entails, among other consequences, the following 
contrast: 

(34) a. GIANNI, (*10) ho visto. 
G. (focus), I saw. 

b. Gianni, *(10) ho visto. 
G., I saw him. 

A 'resumptive' clitic is impossible with a Topicalized object (which in Italian 
is focalized and bears contrastive stress), but is obligatory with a CLLD ob­
ject. The contrast follows under Chomsky's (1977) analysis ofTopicalization 
and the above assumption concerning CLLD. (34)a-b receive the following 
analysis: 

(35) a. [TOP GIANNI] [cP OPj [IP (*10) ho visto e j ]] 

b. [TOP Gianni] [CP [IP * (10) ho visto e ]] 

(35)a, with a clitic locally binding the object ec, violates the principle bar­
ring vacuous quantification, and is thus parallel to (36) 

(36) Chi (*10) hai visto? 
Whom have you seen him? 

(35b), without the clitic, is not a well-formed structure, since the empty ob­
ject qualifies as none of the various types of empty NPs : it can neither be an 
anaphor, nor pro, nor PRO, nor a variable, as no empty operator is permit­
ted in CLLD. 
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Interestingly, if the object phrase in TOP (an A'-position) is a bare quan­
tifier ([NP Q]) : qualeosa 'something' , qualcuno 'someone', etc.), though not 
if it is a quantified NP ( qualeke N' alcuni N ', 'some N", molti N ', 'many N", 
etc.), the resumptive pronoun may be missing: 

(37) a. Qualcuno, (10) troveremo. 
Someone, we (him) will find. 

b. Qualcosa, di sicuro, io (la) faro. 
Something, surely, (it) I'll do. 

(38) a. Qualche errore, Carlo *(10) ha fatto. 
Some error, C. (it) has made. 

b. Alcuni libri, *(li) ho comprati. 
Some books, (them) I bought. 

c. Molte lettere, lui *(le) butta via. 
Many letters, he (them) throws away. 

Presence or absence of the resumptive elitic in (37) is not, in fact, simply 
optional. It correlates with a difference in the referential properties of the 
quantifier. If the speaker has something or someone specific in mind (i.e. if 
the bare quantifier is used referentially), the elitic is required. If the inter­
pretation is 'something or other' or 'someone unspecified', the elitic is im­
possible. 

This suggests that bare quantifiers used non-referentially behave as in­
trinsic operators, able to identity an ec as a variable at S-structure, while 
bare quantifiers used referentially and quantified NPs cannot, so that the 
presence of a resumptive elitic is required (cf. Cinque (1986), Dobrovie­
Sorin (1987».16 

Being non-referential when they identity an ec as a variable, left dislo­
cated bare quantifiers should thus only be able to connect to the associated 
ec via a chain of antecedent-government links, and should accordingly be 
sensitive to weak islands. This is precisely what we find :17 

(39) a. * Qualcuno, mi chiedo come troverai. 
Someone, I wonder how you'll find. 

b. * Qualcosa, mi chiedo chi fara per noi. 
Something, I wonder who will do for us. 

(40) a. * Qualcuno, non credo che trovi. 
Someone, I don't think he'll find. 

b. * Qualcosa, di sicuro, non faro. 
Something, surely, I won't do. 

(41) a. * Qualcuno, mi pento di aver aiutato. 
Someone, I regret I helped. 
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b. * Qualcosa, mi pento di aver fatto per loro. 
Something, I regret I did for them. 

(42) a. * Qualcuno, e un vero scandalo che abbia schiaffeggiato. 
Someone, it's a true scandal that he slapped in the face. 

b. * Qualcosa, e un vero scandalo che abbia ottenuto. 
Something, it's a true scandal that he obtained. 

3.4 Pesetsky's D-linked and non-D-linked wh-phrases 

239 

As noted, the notion of 'referentiality', as the ability to refer to specific mem­
bers of a set in the mind of the speaker or of one preestablished in dis­
course, recalls Pesetsky's (1987) important notion of D-linking. I think, in 
fact, that the two are one and the same notion, or perhaps, more accurately, 
that the notion of referentiality subsumes that of D-linking.1B 

In Pesetsky (1987), certain asymmetries existing between two types ofwh­
phrases in situ are interpreted as due to their different ability in relating to 
referential sets preestablished in discourse. Which Nt phrases have the fac­
ulty (in fact, must) refer to members of a set that both speaker and hearer 
have in mind (as do the relevan t answers). Bare wh-operators like who, what 

or how many Nt phrases can do so only very marginally, and under very spe­
cial contextual conditions forcing some linking to previous discourse. The 
simple addition of a phrase like the hell or on earth, which expresses surprise 
or ignorance of the possible answers, and is thus incompatible with the choice 
among the elements isolated in the previous discourse, suffices to exclude 
any such discourse linking. He calls the former D-linked and the latter non­

D-linked wh-phrases. 
By assuming a) that operators must occupy an A'-position at LF and b) 

that only non-D-linked wh-phrases are operators, he is able to account for a 
number of asymmetries between the two types of wh-in-situ. Only non­
D-linked wh-phrases in situ (such as who,what,how many Nt phrases) are ex­
pected to move in LF, and should thus show the usual diagnostics of move­
ment (sensitivity to Subjacency, ECP and other conditions on movement 
like the Nested Dependency Constraint). D-linked wh-phrases in situ (such 
as which Nt) are instead expected not to move at LF, since they do not qualify 
as operators. They are rather interpreted in situ via a different mechanism, 
of 'unselective binding' (cf. Pesetsky (1987) for more careful discussion). 

The following relative contrasts are thus expected: (43a-b) vs. (44), and 
(45) vs. (46). 

( 43) a. * Mary asked what who read. 
b. * I need to know whom how many people voted for. 
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(44) Mary asked what which man read. 

(45) ??Tell me what proves that who is innocent. 

(46) Tell me which piece of evidence proves that which person is innocent. 

Pesetsky's conclusions about the behavior ofwh-phrases at LF are consistent 
with the conclusions reached in the previous sections about the (movement 
of) quantifier phrases at S-structure. Only D-linked (in our terms, referen­
tial) phrases can indeed enter an (unselective) binding relation, whether at 
S-structure or LF. Non-D-linked (i.e., non-referential) phrases are instead 
forced to enter only chains of antecedent-government relations, both at 
S-structure and LF. 

It is thus not unexpected that non-D-linked wh-phrases do not take scope 
over a wh-island, even in languages (such as French) that marginally allow 
for extractions out of wh-islands, since such LF movement is sensitive to 
antecedent-government relations, just as overt syntactic movement of non­
D-linked phrases is: 

(47) Qui sait quandJean en a achete combien? 
Who knows when J. of them has bought how many 

We shall in fact see in the next section that there is complete parallelism 
between wh-extraction from a wh-island in LF and in the syntax: 

(48) * Com bien te rappelles-tu quand Jean en a achete? 
How many do you remember when J. of them has bough t? 

That D-linking, in Pesetsky's sense, implies referentiality can be garnered by 
the fact that aD-linked wh-in-situ (but crucially no non-D-linked wh-in-situ) 
can enter coriference relations. See the contrast between (49) and (50) :19 

(49) Which boy. started a fight with which girl. wasn't clear even to them .. 
I J I+J 

(50) *Who. started a fight with whom. wasn't clear even to them .. 
I J I+J 

3.5 (Non-)D-linked wh-phrases and the Wh-island constraint 

As noted independently by various authors, extraction of interrogative 
phrases out of indirect questions depends on the character of the extracted 
wh-phrase. Both Rizzi (l982,Chapter 2,fn.5) and Engdahl (1980,1985) ob­
serve that only relatively 'heavy' wh-phrases can be extracted from wh-is­
lands in Italian and Swedish, respectively. But, to judge from the examples, 
the relevant feature seems once again to be the D-linked vs. non-D-linked 
character of the extracted wh-phrase. Only the former can apparently be 
extracted «51a) is in fact marginally acceptable if a pause follows a chi, and 
otherwise impossible): 
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(51) a. ?? A chi non ti ricordi quanti soldi hai dato? 
To whom don't you remember how much money you gave? 

b. A quale dei tuoi figli non ti ricordi quanti soldi hai dato? 
To which one of your children don't you remember how much 

money .. ? 

(52) a. *Vad visste ingen vern som skrev? 
'What does no one know who wrote' 

b. Sven undrar vilken bok aHa studenter minns vilken forfattare 
som skrev. 

'So wonders which book all students remember which author wrote' 

See Comorovski (1985,1987), from which (52)a-b are drawn, and Bedzyk 
(1987) for the explicit claim that only D-linked wh-phrases can be extracted 
from wh-islands in Roumanian and Bulgarian, respectively. 

As indeed remarked by Comorovski (1987), "the cross-linguistic gener­
alization that emerges is that only D-linked wh-phrases can be questioned 
out of indirect questions". She proposes a solution for this contrast based 
on certain presupposition properties ofD- and non-D-linked wh-phrases in 
in teraction with the seman tics of wh-islands. What we may note is that noth­
ing at all is instead needed to account for the asymmetry in question, within 
the present analysis of 'long' wh-movement. 

Only D-linked, hence referential, wh-phrases can enter a binding rela­
tion with their trace; whence their insensitivity to wh-islands ('weak' islands, 
more generally). Non-D-linked (non-referential) wh-phrases instead can 
only move successive cyclically; whence their sensitivity to 'weak' islands. 

The other, often noted, asymmetry between questioning (impossible or 
marginal) and relativization (marginal or perfect) in extraction from wh­
islands20 appears to be amenable to the same account. If the relative clause 
head is referential, the relative wh-phrase can plausibly be taken to enter a 
coreferential relation with it via predication (also see Rizzi 1991). No such 
possibility is open to interrogative wh-phrases, which behave more typically 
as true operators.21 

3.6 ''Aggressively non-D-linked" wh.phrases : 
Italian che (diavolo) and (che) cos'altro di AP 

Two phrases in Italian which appear to resist a D-linked interpretation are 
ehe (diavolo) 'what (the hell)' and (ehe) eos'altro di AP (lit.) 'what else of AP' 
(what else A). Not surprisingly, they give rise to quite sharp ungrammaticality 
when they are extracted from weak islands. See (53)a-d and (54)a-d: 

(53) a. *Che ti chiedevi come fare? 
What were you wondering how to do? 
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b. *Che pensi di non fare 'stasera? (vs. Che pensi di fare 'stasera?) 
What do you think you won't do tonight? 

c. *Che si e pentito di aver detto? 
What did he regret saying? 

d. * Che sarebbe uno scandalo fare? 
What would it be a scandal to do? 

(54) a. *Che cos'altro di interessante ti chiedevi chi avesse fatto? 
What else interesting were you wondering who had done? 

b. *Che cos'altro di buono non stai mangiando? 
What else good are you not eating? 

c. *Che cos'altro di stupido ti penti di aver fatto? 
What else stupid do you repent doing? 

d. * Che cos'altro di strano 10 danneggerebbe fare? 
What else strange would it harm him to do? 

They contrast with bare ehe (eosa) 'what', which can apparently be extracted 
from 'weak' islands, albeit under very special conditions: namely, if the wh­
phrase is heavily stressed and is followed by a pause, thus resulting in an 
echo-question rather than a literal wh-question, which possibly favors a ref­
erential reading of the phrase and allows it to enter a binding chain. 

5. CONCLUDING REMARKS 

To summarize, we have argued, following essentially Rizzi (1988), that A'­
chains fall into two classes: government- and binding-chains, the latter be­
ing possible only where the head and the foot of the chain bear the same 
referential index. We have only slightly modified the conditions under which 
a referential index is assigned at D-structure by requiring that the phrase in 
question not only occupy an A-position and receive a referential a-role, but 
also that it be referential, this, in turn, depending in part on the nature of 
the phrase in A'-position. 

We have also assumed that a phrase entering a binding-chain can always 
enter the stricter government-chain, though, not conversely, of course (Cf. 
also Rizzi (l988,fn.14». But, it is still possible (and perhaps desirable for 
parsing purposes, as Maria Teresa Guasti observed) that the two modes of 
connecting a phrase in A'-position and its trace be mutually exclusive, so 
that non referential phrases can enter only a government-chain and refer­
ential elements only a binding-chain.22 

It appears that this may be right. If we abstract from the left dislocated 
bare quantifers considered in sect. 3.3 above, it turns out that phrases enter­
ing Clitic Left Dislocation in Romance, which involves no abstract opera-
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tor-cf. Cinque (1990, chapter 2), for extensive discussion-can only enter 
binding-chains, not government-chains. This curious restriction can be ex­
plained if government-chains are only possible when a (non-referential) overt 
or null operator is present. Since the construction has no null operator, 
government-chains will be permittedjust when there is an appropriate overt 
non-referential operator (I refer again to Cinque (1990, chapter 2) for more 
detailed discussion) . 

NOTES 

*This is a revised version of the paper presented at the conference. I wish to thank 
Mark Baltin, Adriana Belletti, Paola Beninca, Richard Kayne, Giuseppe Longobardi, 
Luigi Rizzi and an anonymous reviewer for helpful comments and criticism. Mate­
rial from this article has since appeared in chapter 1 of Cinque (1990). 
Recently, it has been claimed that failure of certain elements to extract from weak 
islands follows from independent pragmatic (Kroch 1989) or semantic (Szabolcsi 
and Zwarts 1991) principles rather than from the fact that they fail to receive a par­
ticular 9-role (Rizzi 1988,1990) and be referential in the sense intended here (Le. 
able to refer to specific individuals ofa preestablished set-cf. Pesetsky 1987, hence 
to co-refer). Interesting arguments that such pragmatic and semantic principles 
cannot explain the full range of A'-dependencies across weak islands are given in 
Rizzi (1991) and Chung (1992). The latter also offers a particularly striking argu­
ment for the analysis presented here based on the phenomenon of Wh-agreement 
in Chamorro, which renders 'long' and 'successive cyclic' wh-movement morpho­
logically visible, so to speak. 

I This is true for the different systems of Bounding and Government proposed in 
Kayne (1981,1983), Huang (1982), Lasnik and Saito (1984), Aoun (1985,1986), 
Stowell (1985), Chomsky (1986), Koster (1987), Longobardi (1985,1988), Sportiche 
(1988), Rizzi (1988,1990), Cinque (1990), among others. 
2 I refer here to Cinque (1990,Chapter 1) for discussion of question (2). 
3 I omit here the further chain of definitions for the terms in (3) to (7). See Chomsky 
(1986). 
4 In the last section of Barriers, Chomsky suggests the possibility that 'proper govern­
ment' satisfY a relation to a (lexical) head over and above antecedent-government 
(p.83). In this view, the ECP would consist of two separate clauses, which, in the 
terms of Rizzi (1990), we may refer to as : the 'formal licensing' requirement (a non­
pronominal ec must be head-governed) and the 'identification requirement' (a non­
pronominal ec must be 8-governed or antecedent-governed). 

Stowell (1985), Koopman and Sportiche (1986), Aoun,Hornstein,Lightfoot amd 
Weinberg (1987), Longobardi (1987c), Rizzi (1990), among others, provide addi­
tional evidence for such a 'conjunctive' formulation of ECP. 
5 In the second half of Barriers, Chomsky briefly discusses the possibility of reducing 
the 9-government requirement of ECP to the antecedent-government requirement. 
Given that VP adjunction is always possible, the trace of a verb complement will 
always be properly governed via antecedent-government, independently of 9-mark-
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ing. Thus, it seems that. at least for verb complements, 9-government could be 
eliminated from 'proper government' (p.79). Whether or not this reduction can 
actually be carried out (cf. Cinque (1990,chapter 2) for an analysis of Clitic Left 
Dislocation in Romance bearing on this question), it in no way affects the classes of 
elements that can undergo 'long' and 'successive cyclic' wh-movement, which will 
still be elements in A- vs. elements in A'-positions, respectively. 
6 Note that this problem is not resolved by the reduction of 9- to antecedent-govern­
ment suggested in the second part of Barriers, since the reduction is only partial, 
limited as it is to verb complements. 
7 Note that this sentence is also impossible (or quite marginal) under the agentive 
reading of pesare, for reasons that will be discussed later. 
8 Measure phrases cannot ordinarily be resumed by object clitics in discourse. See 
(i)a-b: 

(i) a. Speaker A: 

SpeakerB: 

b. Speaker A: 

10 peso 70 chili. 
'I weigh 70 kilos' 

* Anch 'io Ii peso. 
'Even I weigh them' 
Questo vestito costa 800 mila lire. 
'This suit costs 800 thousands lire' 
Speaker B: *Ma quello non Ie costa 
'But that does not cost them' 

But this has to do with the clash between their non-referential status and the referen­
tial status of object clitics. Where these are used non-referentially (as in Clitic Left 
Dislocation, in which they are simple place-holders of object positions - cf. Cinque 
(1990, chapter 2», they are perfectly compatible with measure phrases (See, e.g., 
70 chili, non li pesa di certo '70 kilos, he does not weigh them certainly'). 
9 In addition (or in alternative) to the barrierhood of the interrogative CP under the 
Barriers system, a potential A'-antecedent, the wh-phrase in the embedded SPEC of 
CP, intervenes, causing a violation of Relativized Minimality, in Rizzi's (1990) terms. 
10 As Giuseppe Longobardi suggested to me, ifall decreasing monotones must move 
to SPEC-C at LF, such cases as (16) are excluded even if the negation, in its base 
position, does not count as a potential A'-antecedent. 
II Cf. Reinhart (1983), Hornstein and Weinberg (1988), May (1988) for different 
views and further pertinent references. 
12 Indefinites are known to allow for both referential and non-referential readings 
(cf. Fodor and Sag (1982». For example, in (i)a, the indefinite is used referentially, 
as it can be linked to the pronoun even if it does not c-{;ommand it. In (i) b, instead, 
it is used quantificationally (i.e. 'non-referentially', in the relevant sense) as it is 
under the scope of another quantifier: 

(i) a. Carlo, se si innamora di una/quaJche ragazza, non la lascia in pace. 
C., ifhe falls in love with a/some girl, does not leave her alone 

b. Ognuno di loro parla male di una/ quaJche ragazza. 
Each of them speaks unrespectfully of a/ some girl 

As we should expect, indefinites are not extractable from a wh-island and display 
clear weak crossover effects only when they are used non-referentially (e.g. when 
they are under the scope of another quantifier). See (ii), which is compatible only 
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with the wide scope (referential) reading of una/qualche ragazza, and (iii)a-b : 

(ii) Di una/qualche ragazza non capisco perche' ognuno di loro parli male. 
Of a/some girl, I do not understand why each of them speaks 

unrespectfully. 

(iii) a. Se anche i suoi migliori amici tradiscono un/qualche ragazzo, questi 
puo' rimanerne irrimediabilmente scioccato. 
If even his best friends betray a/ some boy, he may be irremediably shocked. 

b. *Di solito il suo autore vorrebbe presentare un/qualche lilJro ad ogni 
editore 

Normally, his author would like to submit a/some book to every publisher. 
(under the interpretation in which the indefinite is under the scope of the 
universal quantifier) 

I thank Giuseppe Longobardi for bringing the problem of indefinites to my atten­
tion. 
I~ In Italian, when a negative element appears to the right ofINFL, it is doubled by a 
sentential negation, which disappears when the element is to the left ofINFL. See, 
e.g. : 

(i) a. Dice che *(non) visitera' nessun museD 
He says he will (not) visit no museum 

b. NESSUN MUSEO, dice che (*non) visitera' 
No museum, he says he will (not) visit. 

See Rizzi (1982, Chapter 4), Longobardi (1987a), Zanuttini (1991) for different 
accounts of this asymmetry. 
14 Note that, as expected, this sentence has only one interpretation, the collective 
one, in which tutti i musei does not interact with the negation (V- x, x ... he has not 
visited x). The (non collective) quantifier interpretation (NEG V x ... ) available 
when tutti i musei is not fronted across a negation (Non ha visitato tutti i musei) is here 
filtered out by the weak island. 
15 The fact that quanti pazienti in (27)b is resumed by a referential object clitic ap­
pears to force an interpretation where a particular set of (n) people are involved. 
16 Recall that the construction is a non-wh-movement construction, or , more accu­
rately, one not employing (movement of) an empty operator. It is thus interesting to 
observe that the only elements that can be clitic left dislocated are those which can 
enter a Uindingrelation. In other words, every element which can only be moved via 
successive cyclic movement in wh-constructions cannot be clitic left dislocated (see 
Cinque (1990, Chapter 2». The construction is thus a 'pure representation' of 
Uindingrelations (also obtainable via 'long' wh-movement). 
17 Longobardi (1987b) noted the ungrammaticality of (i) 

(i) *Qualcosa, ho mangiato di guasto. 
Something, I ate spoilt. 

taking it to follow from the fact that extraction of subparts of arguments must re­
spect a successive cyclic derivation. The preceding discussion suggests that even 
under an analysis in which qualcosa and di guasto are reanalysed as two independent 
constituents, qualcosa must still connect to the appropriate ec via a chain of anteced­
ent-government links, due to its strict non-referential interpretation (contributed by 
the presence of di AP). Cf. section 3.6 below. 
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18 As noted, D-linking is only one way in which a phrase can become referential. 
Reference to specific members in the mind of the speaker is another (cf. the discus­
sion on left dislocated bare quantifiers above). 
19 I thank Anthony Krach for constructing these sentences for me. 
20 See Rizzi (1982,chapter 2) for Italian, Maling (1978) for Scandinavian, Rudin 
(1986) for Bulgarian, among others. 
21 Less clear is how to handle such cases as (i) below, pointed out to me by John 
Frampton: 

(i) I know of nobody that I really know how to talk to. 

Here, the (null) wh-phrase is connected to its trace via binding despite the non­
referentiality of the relative clause head. 
22 It is of course still possible for a phrase to enter both, ifit (like the case of qualcuno/ 
qualcosa in Italian discussed above) can qualify either as referential or non-referen­
tial. 
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MARK R. BALTIN 

ON THE CHARACTERIZATION AND EFFECTS OF D-LINKING: 
COMMENTS ON CINQUE 

Cinque's paper, "On the Scope of Long and Successive Cyclic Movement," is 
an important refinement of an approach to the Empty Category Principle 
developed by Rizzi (1990). It argues against the relevance of 9-government, 
a cornerstone of Chomsky (1986), to the notion of proper governmen t, and 
views the ECP as requiring that traces meet two simultaneous conditions: 

(1) a. head-government 
b. identification 

The requirement of head -government is a formal licensing requirement 
on traces, and requires that a trace be in some local relation with an appro­
priate Xo. The present paper concentrates on the identification require­
ment for traces, which deals with the nature of the anaphoric relation be­
tween the trace and its antecedent. Cinque proposes that a trace must be 
connected to its antecedent in one of two ways: either by being linked to a 
referential element, in which case the trace must simply be c-commanded 
by the element; or (ii) by being linked to a non-referential element, in which 
case it must be connected to the antecedent by a chain of antecedent-gov­
erned elements. Cinque characterizes Pesetsky's (1987) notion of D-link­
ing as the relevant notion of referentiality, in which a phrase is D-linked if it 
assumes a small set of possible referents in the mind of the speaker. Thus, a 
wh-phrase such as which man is D-linked because it presupposes an answer 
from a small, pre-determined set of men, while a wh-element such as who is 
non-D-linked, because the answer to a question that includes interrogative 
who is not assumed to be limited to some small set of pre-determined indi­
viduals. 

Cinque's arguments for this distinction tend to concentrate on demon­
strating the insufficiency of 9-government in licensing traces across various 
barriers, showing that an element may be 9-governed in Chomsky's terms, 
and yet "long" extraction (extraction out of embedded questions, over 
sentential negatives, and out offactives) is impossible. 

In these comments, I will demonstrate some additional areas in which 9-
government seems to be too weak a condition for the licensing of an ante­
cedent-trace relation across a barrier, but will suggest that Cinque's results, 
taken by him to support Pesetsky's (1987) account of the D-linked vs. non­
D-linked distinction, in fact undermine Pesetsky's proposed correlation of 
D-linking with non-movement, and non-D-linking with movement. 

249 
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I. THE INSUFFICIENCY OF 9-GOVERNMENT IN LICENSING LONG EXTRACTION 

To the set of elements which would seem to be 9-governed, and yet cannot 
undergo long extraction, I would add adjective complements, which can be 
questioned, as in (2): 

(2) How angry do you think that he became? 

The verb become takes an AP complement, and thus the AP complement 
would appear to be 9-governed, and yet extraction over an embedded ques­
tion, either by overt movement or LF movement is prohibited: 

(3) 

(4) 

*How despondent. do you wonder whether he became t.? 
J J 

*Whoj wonders whether John became how despondent} 

Because wh-marked adjective phrases cannot remain in situ in yes-no 
questions, I assume that wh-APs cannot absorb with whether, in the sense of 
Higginbotham & May (1981). Therefore, the wh-phrase in (4) would have 
had to have moved to the spec of the matrix CPo The unacceptability of (3) 
and (4) is unexpected under an account that requires that traces must sim­
ply be either antecedent-governed or 9-governed. 

On the other hand, we could say that it is precisely the fact that an AP 
with an interrogative specifier is not D-linked, in the sense that the answer 
to a question containing such an element does not come from a small pre­
determined set, that prevents such long movement. 

However, note that if we ask a question such as (2), we are implying that 
the subject did become crazy to a certain extent. In this sense, a wh-speci­
fied AP would appear, on the face ofit, to be D-linked,just as in the question 
in (5), the speaker is implying thatJohn read books from a small set: 

(5) Which booksj didJohn read tj? 

The difference between an AP that is specified by how and an N' that is 
specified by which would seem to be the range of values that the two wh 
specifiers can take, in the sense that an A' that can be specified by how, being 
scalar, takes a set of values that fall along a continuum, while an N' that is 
specified by which is discrete. Thus, the set of values for the former constitu­
ent is infinite, while the set of values for the latter is discrete.Perhaps the 
notion ofD-linking requires refinement along these lines. 

In any event, the class of elements that Cinque claims requires anteced­
ent government cuts across the complement/non-complement distinction 
which Chomsky claims is crucial. Most non-complements are non- D-linked, 
and hence long extraction is impossible. 
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II. THE CHARACTERIZATION OF D-LINKING 

It is rather curious, however, that Cinque seems to be accepting Pesetsky's 
characterization of non-D-linked vs. D-linked wh-phrases in situ as a distinc­
tion between moved and unmoved wh-phrases respectively at LF. One of 
Pesetsky's main arguments related to the fact that D-linked wh-phrases could 
apparently take scope out of syntactic islands at LF, while non-D-linked wh­
phrases could not, and Pesetsky attributed this difference in the behavior of 
the two types ofwh-phrases to the movement character ofnon-D-linked wh­
phrases, and the non-movement character ofD-linked wh-phrases. Cinque 
comments (p. 20): 

"Pesetsky's conclusions about the behavior ofwh-phrases at LF are consis­
tent with the conclusions reached in the previous sections about the (move­
ment of) quantifier phrases at S-structure. Only D-linked (in our terms, 
referential) phrases can indeed enter an (unselective) binding relation, 
whether at S-structure or LF. Non-D-linked (i.e., non-referential) phrases 
are instead forced to enter only chains of antecedent-government, both 
at S-structure and LF." 
Cinque's acceptance of Pesetsky's proposal about the nature of the dif­

ference between the two types of wh-phrases mystifies me. Pesetsky pro­
posed that D-linked wh-phrases do not move, and proposed a C.L. Baker 
(1970)-style Comp-indexing mechanism, in which the wh morpheme, or Q­
morpheme, would be co-indexed with the D-linked wh-phrases in its do­
main. These wh-phrases would not move at all at LF. However, Cinque's 
paper contains numerous examples of overt syntactic movement of both 
non-D-linked and D-linked wh-phrases, as does Comorovski (1985, 1988) 
for Roumanian, and these authors demonstrate the lack of island effects for 
syntactic movement of D-linked wh-phrases. However, Comorovski (1988) 
points out that Pesetsky's mechanism of un selective binding fails for syntac­
tic movement, since the D-linked phrases obviously move in the syntax, leav­
ing a trace, and thus the difference in susceptibility to island constraints is 
not as simple as a distinction between movement and non-movement, since 
movement is involved in both types of constructions. Since there seems to 
be no distinction between overtly moved wh-phrases and non-overtly moved 
wh-phrases with respect to obedience to the island constraints in question, 
Occam's razor would suggest the same mechanism to accoun t for the differ­
ence in both components-overt syntax and logical form. 

The distinction that Cinque makes between the two types of antecedent­
trace relations seems to be more on the right track, but notice that Cinque's 
mechanism doesn't rely on the distinction between movement and non-



252 MARK R. BALTIN 

movement. In fact, it is incompatible with Pesetsky's distinction, assuming a 
uniform account of the D-linking phenomenon in both components. In 
short, as pointed out by Comorovski (1988) and Williams (1986), and rein­
forced by Cinque's observations, Pesetsky's account would require the fol­
lowing account: 

(9) Wh in situ Overtly Moved Wh-Phrase 

D-linked Comp-Indexing N on-Quan tificational 
Antecedent-Trace Relation 

Quan tificational Quan tificational 
Non-D-Linked Antecedent- Antecedent-

Trace Relation Trace Relation 

If we assumed Cinque's acccount, we could dispense with Comp-Index­
ing and posit the following account: 

(9) Wh in situ Overtly Moved Wh-Phrase 

Non-Quantificational Non-Quantificational 
D-linked Antecedent- Antecedent-Trace Relation 

Trace Relation 

Quan tificational Quantificational 
Non-D-linked Antecedent- Antecedent-

Trace Relation Trace Relation 

Thus, general methodological considerations would posit LF-movement 
ofD-linked wh-phrases as well. The question to ask, however, is whether we 
can find any independent evidence to support the idea that D-linked Wh­
phrases move at LF. Mter all, the evidence for the distinction between D­
linked wh-phrases and non-D-linked wh-phrases is the greater freedom of 
distribution of the former. In addition, Cinque cites the striking contrast 
discovered by Anthony Kroch to support the idea that D-linked wh-phrases 
are not quantificational, since pronouns linked to them cannot be viewed as 
variables-«l1) = Cinque's (49) and (12) = Cinque's (50»: 

(11) Which boy. started a fight with which girl. wasn't clear even to them ... 
J J I+J 

(12) *Who. started a fight with whom wasn't clear even to them .. 
I J J 

Nevertheless, even D-linked wh-phrases exhibit quantificational behavior 
in the sense that they participate in scope interactions with other wh-phrases: 

(13) Which man knows where which woman will live? 
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«13) = Pesetsky (1987), ex. (30)). 

Pesetsky represents the ambiguity in (13) by two different indexed struc­
tures- one in which which woman is co-indexed with the Q in the embedded 
Comp, and the other in which which woman is co-indexed with the Q in the 
matrix Compo Thus, the ambiguity is reflected by the location of the in­
dexed Q, rather than by movement of the wh-phrase. 

Consider the following subject-object asymmetry, however: 

(14) a. Which books did every student read? 
b. Which students read every book? 

(14a) seems to be ambiguous between a reading in which one is asking for 
the identity of some particular set of books (wide-scope reading for the wh­
phrase), and a reading in which one is asking, for each student, which books 
that student read (narrow-scope reading for the wh-phrase). (14b), how­
ever, is unambiguous, and asks for the identity of a particular set of students 
who had voracious literary appetites. This ambiguity is parallel to the one 
discovered by May (1985), who dealt with wh/ quantifier interactions with 
non-D-linked wh-phrases: 

(15) a. What did everyone buy for Max? (May's 2.12) 
b. Who bought everything for Max? (May's 2.16) 

May notes that the universally quantified NP can take either wide or nar­
row scope with respect to the wh-phrase in (15a), but can only take narrow 
scope with respect to the wh-phrase in (15b), and attributes this to a con­
straint against the intervention ofa quantified NP between a wh-phrase and 
a trace bound by it in subject position, a reflex of Pesetsky's (1982) Path 
Containment Condition. Crucially, May's account relies on a movement 
analysis for these wh-phrases. 

The contrast between (14a) and (14b) is the same as the contrast discov­
ered by May, and would therefore most plausibly receive the same analysis. 
Of course, because the D-linked wh-phrases have had to move in the syntax, 
they would be subject to constraints that movement dependencies would 
have to obey, such as the Path Containment Condition. It is interesting to 
note, however, that the lack of a wide scope reading for the universally quan­
tified noun phrase in (14b) would be inconsistent with a suggestion in Bar­
riers that string vacuous movement ofwh-phrases does not occur in the syn­
tax, but does occur at LF for scopal reasons. Ifwe accept Pesetsky's charac­
terization ofD-linking, then D-linked wh-phrases do not have to move at LF 
for scopal reasons, and, because the movement would be string vacuous 
from subject position, the LF for (14b) would be (16): 
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(16) [QJIP [NP. every book] [IP [NP which student] [I' [I past] [yp [v read] [NP. t]]]]]] 
J' J 

There would be no trace in subject position for the wh-phrase, under this 
account, to call the Path Containment Condition into play, and so a wide 
scope reading should be possible. A real test case for the applicabili ty of the 
Path Containment Condition to D-linked wh-phrases would come from a 
consideration of a language in which overt wh-movement doesn't occur, 
such as japanese; in such a language, the only movemen t of wh-phrases would 
occur at LF, and thus Pesetsky's proposals would predict a wide scope read­
ing for the universally quantified NP for the japanese equivalent of (14b). 
Interestingly enough, Mamoru Saito (personal communication) informs me 
that the wh-phrases in the japanese equivalents of (14b) and (15b) are all 
interpreted as taking wider scope than the universally quantified NPs. 

Interestingly, Williams (1988) shows that May's analysis in terms of the 
Path Containment Condition can be re-formulated without assuming LF­
movement of quantified phrases. However, Williams' re-formulation in terms 
of his notion ofQ-superioritywould require giving the two types ofwh-phrases 
the same treatment, in view of the contrast between (14a) and (14b). 

However, ifD-linked wh-phrases are to be viewed as being quantificational, 
then how do we reconcile this view with the observations that, unlike non-D­
linked wh-phrases, they can move out of embedded questions, and allow 
split control of pronouns linked to them,violating the Bijection Principle of 
Koopman & Sportiche (1982)? 

I think that the answer is suggested by Cinque's account of the distinc­
tion between the two types of A'-bound traces. Furthermore, I would claim 
that D-linked wh-phrases are, in a sense,janus-like, in allowing a referential 
interpretation in addition to a quantificational interpretation. The referen­
tial interpretation allows the D-linked antecedent of a trace to simply bind 
the trace without governing it, and to fail to be the unique antecedent of a 
pronoun, but the quantificational nature of the wh-phrase will cause it to 
behave like any other quantifier with respect to scope interactions. Thus, a 
D-linked wh-phrase will have the union of quantificational and referential 
properties, and the fact that there is a way of licensing their traces without 
viewing them as variables will enable them to bind their traces across barri­
ers. Non-D-linked wh-phrases will not have this alternative way of licensing 
their traces, however, and could only be viewed as quantificational. 

III. D-LINKING AND ISLAND CONSTRAINTS 

Chomsky (1973) noted that, in general, subjects are extraction islands with 
respect to wh-movement: 
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(17) * [Of whom] did [pictures t ] bother Fred? 

Topicalization cannot extract parts of subjects, either: 

(18) *[OfSally]' [pictures t] bothered Fred. 

Chomsky (1973) has dubbed this constraint on extraction the Subject 
Condition, and there have been many proposals as to how to derive this 
constraint, including subjacency (Chomsky (1977)) and Kayne's connect­
edness condition (Kayne (1984)). Note, also, that subjects are considered 
to be ungoverned, not being L-marked, in terms of Chomsky (1986), and 
would therefore be barriers. The barrier status of subjects (apart from small 
clause subjects or subjects of ECM complements), would be relevant for 
subjacency. However, if it is the ungoverned nature of subjects that causes 
them to be islands, we would expect, given Cinque's proposals, that D-linked 
phrases could be extracted from subjects with less difficulty than non-D­
linked phrases. Extraction ofD-linked phrases should give rise to a subjacency 
violation, while extraction of non-D-linked phrases, which must be anteced­
ent-governed, would violate the identification requirement for traces as well 
as subjacency. The degree of violation of (17) and (18) seems comparable, 
however. It seems that the subject condition is insensitive to whether or not 
the extracted phrase is D-linked. The unacceptability of sentences such as 
(17) and(18) is also unexplained under a disjunctive formulation of the 
ECP, such as that of Chomsky (1986), since the extracted phrase would be 
a-governed by the head noun, pictures. 

In conclusion, the paper goes a certain distance toward clarifying the 
notion of referentiality that is at play in natural language. There are some 
unanswered questions, however. In particular, it is thought that subjacency 
violations are weaker than ECP (or, in the present context, identification 
requirement) violations. This seems to be true only for Wh-island viola­
tions. Subject condition violations seem to be uniformly unacceptable, and 
this fact requires some explanation. 
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JUAN URIAGEREKA 

DETERMINER CUTIC PLACEMENT 

1. INTRODUCTION: A SYNTACTIC OR A PHONOLOGICAL APPROACH?' 

Some time in the High Middle Ages, the Romance languages created a de­
terminer system from chunks of the demonstrative paradigm of Latin. This 
language did not have definite articles, nor did it have third person pro­
nouns-it used demonstratives to refer to third persons. In fact, in many 
(though not in all)2 Romance dialects, the Latin demonstratives used for 
the determiner paradigm are the same ones used for the pronominal para­
digm; see Wanner (1988) for these matters. An empirical issue is then raised 
with respect to whether in some structural sense pronouns and determiners 
are of the same type. The intuition behind this idea goes back to Postal 
(1966), who specifically argued for "so-called pronouns" being nothing but 
a "determiner + one" (that is, he = the one). 

Esther Torrego pursued this approach for the Romance languages, mainly 
in unpublished work reported in Uriagereka (1988). She placed Postal's 
insight into the DP analysis of Abney (1987), who in turn developed Brame's 
(1981) idea that determiners head their own phrases. For Torrego, third 
person Romance clitics are determiners (henceforth D's) heading a DP, 
whose complement is an NP and whose specifier is, in dialects which toler­
ate it, a DP "double".3 For the Romance languages, the NP complement of 
D is pro, which makes her proposal almost identical to Postal's: where he 
had one, she has pro. This is coherent with the fact that English structures 
like the one who left come without one, and with a null category instead, in 
Romance variants. In turn, standard DPs differ from pronominal ones only 
in the fact that they realize the nominal complement overtly (the man, not 
the pro). 

In Uriagereka (1988) I noted that this approach raises an interesting 
question: if determiners are heads, they should behave like heads with re­
spect to such processes as head movement. I took clitic placement of the 
sort seen in Romance languages as head movement, in fact very specifically 
determiner head movement-thus covering what otherwise would have been 
a theoretical gap. Of course, we may be wrong in thinking that determiners 
are heads. The point is, though, if we are not, then movement should be an 
attested option. In Uriagereka (1988) I went a step further: I suggested that 
determiners raise not only when we see them as Romance clitics (by hypoth­
esis associated to an NP pro), but more generally when they are standard 

257 



258 JUAN URIAGEREKA 

determiners taking a regular NP complement, in the present terms. 
I am fully aware of the fact that this was, and still is a controversial claim 

to make. I want to emphasize, though, that under my assumptions if stan­
dard determiner raising were not attested in any language, then we would 
have something to explain, not ifit is attested. This is a point that Baker and 
Hale (1990) also raise, and in fact cite the work I am about to present as 
evidence for the position we all take. At this point, then, it becomes impor­
tant to decide whether the evidence I adduced is in fact valid: do determin­
ers really raise in some languages? 

The first thing to note here is that determiners within the Romance lan­
guages, from the time we have available texts, cliticize either to the nominal 
to their right, or to the element to their left (which can be a verb, a preposi­
tion, and some other units). This much is uncontroversial, and separates 
languages like Italian, French, or the very extreme case of Rumanian where 
the determiner is wrapped around the head noun, from Galician, Leonese, 
older forms of Gascon and Proven~al, and arguably also older forms of main­
land Iberian dialects.4 The second trait is archaic and in some instances sub­
standard, and is perhaps associated to a "stronger" determiner system, in 
the sense discussed in Uriagereka (in progress, ch. 2).5 Given this asymme­
try, one of two issues is at stake: either we have a different phonological 
phrasing for each set of dialects, or else a different syntax. 

I do not wish to create antagonism between these two positions, the syn­
tactic and the phonological one. My own view is that although phonologi­
cal principles may indeed have much to say about the right-ward placement, 
and may account for some instances of, and definitely all of the details of 
the left-ward placement, nevertheless the ultimate directive of the latter in 
many instances is purely syn tactic-as a matter of fact is standard head move­
ment. But I am willing to be persuaded otherwise, and for that I think that 
the evidence presented here is helpful: these are data that illll analysis, syn­
tactic or phonological, must account for. If both do, then we will have to 
decide among the competing theories on the basis of other criteria. All 
other things equal, and given the theoretical issues raised in the previous 
paragraphs, I would obviously prefer the syntactic account in as much as it 
would cover the gap of head movement for determiners. Only if it can be 
shown that the syntactic account cannot deal with certain facts which the 
alternative can deal with, would the latter be preferable. 

It is my suspicion that three sorts of evidence favor a syntactic account: (i) 
the placement at issue is sensitive to government considerations in modern 
Galician: only determiners which are governed can move, and in fact they 
move to their governor; (ii) I shall construct some examples where deter-
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miners may and where they may not eliticize, which nevertheless appear to 
have identical phonological properties-and hence we should perhaps ex­
pect identical placements, which do not obtain; (iii) I shall argue that deter­
miner eliticization interacts with syntactic processes such as the possibility of 
extracting from inside a DP, thus arguing for its taking place in a derivation 
early enough to affect the syntactic output. Needless to say, a rich theory of 
phonological phrasing, one for instance that is sensitive to government and 
to slight differences in syntactic structures may be able to deal with (i) and 
(ii). As for (iii), it could be argued that PF feeds LF, as many have, or that 
the exact sources for the eliticized and the non-eliticized determiners differ, 
and affect extraction. This would salvage a phonological account, and I can 
only insist that it is not my intention to prevent it-though sketching a con­
crete account is not within myabilities.6 

Let me hasten to add that there are serious questions a phonological 
account can raise to a syntactic one. The position I take, for instance, will 
raise the issue of why determiner eliticization is not identical in all respects 
to standard cliticization of special elitics, in the sense of Zwicky (1977). I 
may not have a complete answer to this, but I shall present some arguments 
to the effect that standard principles of grammar predict a good deal of the 
observed differences between the two processes. In the present stage of our 
investigations into the nature of morphological processes from a syntactic 
perspective (as in Marantz (1989) and elsewhere, for instance), or the form 
of lexical units again from a syntactic perspective (as in Hale and Keyser 
(1992) and their references), to use existing principles to predict part of the 
actual facts may be all that one can get. 

2. DETERMINER CLITICIZATION IN GALICIAN 

In this paper I want to present the case of determiner eliticization in one of 
the languages where it can proceed to the left, namely Galician. The facts I 
am about to discuss are for the most part not exotic or even controversial, 
but paradigmatic instances of a phenomenon which is fully described in its 
essentials (see for instance Alvarez, Regueira, and Monteagudo (1986», and 
totally robust within all three major dialects of Galician. Whenever a piece 
of evidence is controversial, I shall highlight it and present the necessary 
disclaimers. 

2.1. Some Phonological Cliticizations 

I want to start by emphasizing the well-known distinction between eliticization 
and clitic placement. Cliticization of regular clitics is a phonological phe-
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nomenon, and this paper will have little to say about it. In turn, clitic place­
ment of special clitics involves syntactic movement. I will call the target the 
landing site of clitic placement, and the host the supporter of cliticization. 
I will be following Uriagereka (1988) in that clitic placement implies gov­
ernment by the target of the launching site of the clitic, being an instance of 
head movement. 

Unfortunately, phonological cliticization is not even a reliable test for 
clitic placement, for there exist instances of cliticization onto non-heads, or 
onto elements which do not c- command the clitic source. Thus, consider 
(1) : 

(1) a. Van en cas'Basilio 
go(they) in house-Basilio 
'They went to Basilio's house' 

b. estabanlle seus pais a dar un algo 
were-DAT their parents to give a something 
'his/her parents were giving him/her something' 

c. disque / seica lIes diron un algo 
say(they)-that know(I)-that DAT gave(they) a something 
'Reportedly / Apparently they gave them something' 

In (Ia), the head-noun casa appears cliticized onto its argument Basilio.? 
This cliticization would appear to have little to do with head-ta-head move­
ment, and looks instead like a standard phonological re-arrangement of 
words, with the light one becoming dependent on the heavy one. This sort 
of right-ward cliticization is rather common in the Romance languages, and 
typical for determiners in many. The pair (1 b-c) is of in terest because of the 
position of the special clitic in each instance. 

If the traditional idea that verbal enclisis in matrix clauses of the type 
seen in (1b) is a result of verb movement to a sentence peripheral site, then 
it may well be that the target of the clitic is actually something like Infl­
though see 4.4-while the phonological host ends up being the displaced 
verb. Conversely, in the embedded instance in (Ic), the clitic placed in Infl 
can be shown to be hosted phonologically as a proclitic element in V, not 
raised in this instance. This needs some careful argumentation. 

It is obviously the case that in some Romance dialects (very especially 
older ones, and in many current ones in colloquial speech) clitics can be 
hosted by a complementizer:8 

(2) a. que.! siats fyl (Medieval Catalan) 
that.DAT be-you son 
'that you may be a son to her' 
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b. 10 men frai que't volere parlar (Gascon) 
the my brother that-you want.will talk 
'That my brother will want to talk to you' 

c. et si'l puede prouar... (Medieval Castillian) 
and if-it can (he) prove 
'And if he can prove it .. .' 

However, this is not the case in Galician. Thus, Alvarez, Regueira, and 
Monteagudo (1986:164) explicitly note that in examples of the sort in (3), 
cliticization to the complementizer is unacceptable:9 

(3) a. *non e cuesti6n do faceres de mala gana 
not is question of-it do-you of bad desire 
'It's not a matter of you doing it reluctantly' 

b. * andei todo Lugo po-Io mercar 
walked-I all Lugo for-it buy 

'I walked the whole of Lugo in order to buy it' 
c. * co~ er teno de abondo 

with-it read have-I of enough 
'Reading it is enough for me' 

If they are correct, lie in (lc) is probably not enclitic in que, but proclitic in 
diron. This is of course different from what happens in (lb), where the clitic 
is obviously enclitic (see Uriagereka (1992) and (forthcoming) for these 
matters). 

Let me add, also, that left-ward phonological cliticization was wide-spread 
in old Galician-Portuguese. Thus, we find examples like (4) (from Williams 
(1938), cited by Nunez (1992»: 

(4) a. melho-Ia fezestes 
better-it did. you 
'You did it better' 

b. Deu-Io sabe poi-l a vi 
God-it knows because-it saw.l 
'God knows it because I saw it' 

c. 0 born rei en seu pode-Ia ten 
the good king in his power-it has 
'The good king has it in his power' 

Save for a few instances of frozen expressions, like Deu-lo tena na Gloria 'May 
God have him in His Glory', left-ward cliticization onto a name, adjective, or 
noun is absolutely impossible in modern Galician dialects I am familiar with. 
I return to this matter. 
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2.2. The Basic Instances 

Keeping these ideas in mind, consider now examples of determiner 
cliticization to the left: 10 

(5) a. comemos 0 caldo 
ate (we) the soup 
'we ate the soup' 

c. *comemo-Io 0 caldo 
ate(we)-it the soup 

d. comemo-Io 
ate (we) it 
'we ate it' 

b. comemo-Io caldo 
ate(we)-the soup 
'we ate the soup' 

e. *comemos 0 

ate (we) it 

Traditionally, it has been said that Galician has two article forms. One (5a) 
which is standard; the other (5b), which implies cliticization of the deter­
miner onto elements such as verbs. 

The first thing to note with respect to (5b) is that it is not an instance of 
clitic doubling. The latter involves a full nominal expression plus a clitic. In 
(5b) we have a determiner clitic, and the nominal expression (minus the 
determiner) in its base-generated site. In fact, clitic doubling of full nomi­
nal phrases is impossible in direct object (5c), as in other Iberian languages. 

The second question to emphasize is that (5b) shows encliticization to 
the verb, instead ofprocliticization to the noun. This is the main difference 
with other Romance dialects. 

The third important aspect of this process is that, as noted, many Ro­
mance standard clitics and determiners have the same origin, the Latin de­
monstrative. In fact, the similarity between special clitics and determin­
ers in Galician is arguably more than a diachronical accident. Thus (i) 
morphologically, they are (mostly) identical; (ii) they invoke essentially the 
same semantic reading; (iii) they undergo very similar syntactic processes, 
one instance of which is the cliticization in (5d), identical to that in (5b). 
One of the few differences between structures as in (5b) and those of the 
sort in (5d) is that in the latter instance cliticization is obligatory (cf. (5e)). 
But in both cliticizations the underlying form of the article/ clitic (10) shows 
up (as opposed to the surface form 0). Something in the phonological 
cliticization allows this form to surface, upon truncation of the last conso­
nant of the host- -a matter I come back to. 

The following is a list of elements which accept determiner cliticization 
in the modern language (from Alvarez Caccamo (1989)): 

(6) Possible hosts: 
a. all verbs: comer+o = come-Io 
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b. most prepositions in preposition function (not as 
complementizers): por+a == po-Ia 

c. special elitics: lles+as == lIe-las 
d. quantificational elements like ambos 'both', todos 'all': 

ambos+os == ambo-los 
e. the conjunction e mais 'and': mais+a == mai-Ia 

Together with these, Alvarez Caccamo notes a few frozen forms: 

(7) ulo 'where (is) he/it' 
pelo 'for it/he' 
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Ulo shows eliticization to ub 'where', which does not exist in the modern 
language, and pelo shows eliticization to per, which in the modern language 
is actually por (eliticization as in polo also exists). Essentially, these are all the 
relevant instances. 

Of course, crucial to this list is (at least) the fact that (a) these elements 
can be analyzed as heads, and (b) elements of the [+N] type, like nouns and 
adjectives/adverbials are missing. 

That (6a) and (6b) are heads needs no argument. Within the present 
framework, special eli tics are also heads, hence (6c) is expected. Quantifi­
ers have also been analyzed in many instances as heading a QP, and obvi­
ously we would have to take this route to make (6d) consistent with the 
generalization of attachmen t to heads. Finally, (6e) can be analyzed in one 
of two ways. First, it is possible that, as Ross (1967) argued, conjunction 
phrases have internal structure, where the operator is perhaps a head (for 
this specific position, see among others Munn (1991)). Second, strictly speak­
ing mais is not a conjunction, but the element 'more' whatever this is. Ex­
pressions like Xan e mais Pedro 'John and Peter' literally stand for 'John and 
more Peter'. This eliticization can thus be aligned with those onto ambos, 

todos and quantificational elements of this sort, which may be heading their 
own QP. 

If the generalization in point can be kept, the explanation for it would 
follow trivially from head movement: only heads are hosts of the relevant 
eliticization simply because only heads are the target of the syntactic process 
of head movement, which by hypothesis feeds the phonological eliticization. 

The lack of attachment in the modern language to elements of category 
[+N] has to be evaluated in light of examples of the sort in (4), from the old 
language. The instances there involve special elitics, but the matter can be 
raised equally for determiner elitics. Thus, we can construct interesting 
minimal pairs on the basis of instances like (4c): 
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(8) a. en teu poder 0 tes 
in your power it have.you 
'You have it in your power' 

b. * en teu pode-Io tes 
in your power-it have.you 

(9) a. *pra poder 0 facer, ... 
for be.able it do 

b. pra podelo facer, ... 
for be.able-it do 
'In order to be able to do it,' 

(10) a. en teu poder a cousa esta 
in your power the thing is 

b. * en teu pode-Ia cousa esta 
in your power-the thing is 

(11) a. pra facer 0 caldo, ... 
for do the soup 

b. pra face-Io caldo, ... 
for do-the soup 
'In order to make the soup' 

What we see in (8)/(11) is that, systematically, neither special nor deter­
miner clitics can be hosted by the noun poder'power', whereas they can, and 
in the case of special clitics must be cliticized onto the infinitival poder 'be 
able to'. I do not know how facts about determiner cliticization were in the 
old language-whether, in particular, (lOb) was possible, just as (4c) was. 
What is clear is that in the modern one the process is restricted as described, 
and it is not obvious that we can prevent the left-ward cliticization where it 
does not occur solely on phonological grounds, for otherwise we would ar­
guably also prevent the process in the older language,'! 

From a syntactic perspective, the distinction is again well behaved. Ele­
ments of type [-N] are known to be structural governors in a way which is 

not obvious for elements of type [+N] within this family oflanguages. Thus, 
for instance, nouns and adjectives do not assign structural Case, do not li­
cense complementizer deletion under government, and quite generally do 
not host special cliticization. If Grimshaw (1990) is correct, it is not even 
obvious that these elements take standard arguments, like verbs and prepo­
sitions do. If these ideas are on the right track, we may conclude not only 
that determiner cliticization targets heads, but furthermore that it targets 
structural governors, which again would follow rather naturally from an 
analysis in terms of head movement, assuming for instance the machinery I 
discussed in (1988) or (in progress), which I will return to below. In turn, 
we would have to assume that in the older language determiners in fact did 
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not incorporate, perhaps because at the time they were still treated structur­
ally (though not semantically) as demonstratives, and had not be reana­
lyzed as determiner heads-see fn. 22. The cliticization at the time was thus 
indeed phonological, and not sensitive to the matters discussed here. 

2.3. The Phonological Marks of cliticization 

Let us consider briefly the phonological contexts where cliticization onto 
verbs occurs: 

(12) a. comemos 0 ... , comemo-Io ... 
b. facer 0 ... , face-lo ... 
c. viron os ... , *viro-los ... 
d. viron-Ios -> viro-nos 
e. comeu os, *comeu-Ios, comeu-nos 
f. comeu 0 caldo .. *comeu-lo caldo, *comeu-no caldo 
g. comera 0 ••. , comera-o, *comera-lo 

Galician words all end in either vowels/glides or the consonants [s], [r], [n], 
[1]. The clearest instances of the cliticization in question arise with words 
ending in [s] or [r] (12a-b). As for words ending in [n], the expected form 
does not surface (12c). However, Alvarez, Regueira, and Monteagudo (p.138) 
note that whereas the final [n] is always velarized at the end of words, in 
instances of what they argue is also determiner cliticization, the [n] that sur­
faces is fronted. If something along these lines is at stake, we can maintain 
the general hypothesis-that is, we can analyze (12c) as in (12d), with nasal­
ization of the [1] in the determiner. We have no way of testing whether the 
relevant truncation (or assimilation) takes place in words finishing in [I], (a) 
because the underlying form of the clitic starts with [1] as well, and (b) be­
cause none of the targets of elitic placement happens to end in [1] anyway. 

In words ending in glides, determiner eliticization and standard elitics 
differ in an interesting way (12e-f). First, it should be said that the underly­
ing [1] never surfaces in these cases; instead, an [n] does-but only for the 
special elitic. This must surely have to do with some phonological rule trig­
gered by glides, intuitively one which nasalizes [1], which I will not go into 
here. As for the fact that this does not extend to eliticized determiners, the 
reason is unelear. 12 This is the only morphological difference that I am 
aware of between standard and determiner elitics in Galician. Notice, how­
ever, that the more "conservative" form is that of the artiele; the special 
elitic seems to undergo a phonological operation. This has one possible 
consequence: we cannot obviously maintain that the determiner eliticization 
is "merely" phonological, for ifit were, we should arguably expect the pho­
nological process seen for the elitic. So this fact, though peculiar in itself, 
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supports the view that what we are seeing is a form of clitic vlacement for 
the determiner, with or without "dramatic" phonological consequences. 

Finally, when a word finishes in a vowel, no apparent difference exists 
between the cliticized and the non cliticized forms (12g). What is clear is 
that the underlying [1] does not surface here, at least not in most modern 
dialects. In Old Galician, and in some isolated areas of the interior, it does:l~ 

(13) En Lisboa sobre-Io mar 
Barcas novas mandei labrar. 
En Lisboa sobre-Io ler 
Barcas novas mandei facer. 

'In Lisbon, on the sea 
I sent new boats to work. 
In Lisbon, on the beach 
I ordered to make new boats.' 

It must be noted that the [1] not showing up in the modern dialects might 
be signaling a general trend within Galician-Portuguese, which is apparently 
losing the phenomenon of determiner cliticization altogether.14 I will stick 
to the position, though, that clitic placement of determiners is still possible 
even when we do not see any morpho-phonological correlates of a possible 
cliticization-the null hypothesis. 

That is, I take it that in most contemporary dialects there are phonologi­
cal rules operating on these determiners, roughly along the lines of (14) (in 
that order): 

(14) a. 1-> C / C + _ (e.g. sin+la -> sin-na) 
[+F] [+F] 

b. C -> 0 / _+CV (e.g. sin-na-> si-na) 
[+F] [+F] 

c. 1 -> 0 /{~y_ (e.g. a-la->a-a) 

Innumerable details are left open here. For instance, the assimilation in 
(14a) is non-trivial-it does not spread an [r], but it spreads an en]. The 
deletion of the first consonant (not the second) in (14b) can only be tested 
after a subsequent rule of velarization at the end of words applies, which 
doesn't apply in these instances.15 Various rules bleed (l4c) to break the 
hiatus-in some instances, stress does; in others, a iod is inserted. And not 
only readjustments of this sort are needed. Prepositions like con in many 
dialects reduce before merging, unlike sin, which merges first. Thus, we get 
coa and not cona. In turn, I noted that the process analogous to (l4a) for 
word-final glides is not an obvious assimilation, but nasalization. 

2.4. The Syntactic Pattern of Cliticization 

To my mind, the most interesting and less understood aspect of determiner 
cliticization is where it can take place. I have already restricted the class of 
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hosts, but I would like to show also some restrictions on the syntactic con­
text where the process obtains. 

Alvarez Caccamo (1989), in a socia-linguistic study, reports that cliticization 
from direct object is far more frequent than from subject or adjunct: 

(15) a. para come-las patacas 
in order to eat-the potatoes 

b. %para fala-Io profesor 
in order to talk-the professor 

c. %queren vi-Io luns 
want(they) to come-the monday 

(% is supposed to express "infrequency".) It is also the case that most of the 
examples that Alvarez, Regueira, and Monteagudo report involve cliticization 
from direct object-although they themselves use scores of examples involv­
ing subject cliticization in their Galician text. Cliticizations of the sort in 
(l5b) and (l5c) are clearly grammatical-and I have nothing to say about 
their frequency. To see this, compare these instances to a number of com­
pletely impossible cliticizations that follow. 

Consider first (16): 

(16) a. din que vos chegastedes os fillos de Petra 
say that you arrived the sons of Petra 
'the sons of Petra say that you arrived' 

b. * din que vos chegastede-Ios fillos de Petra 

(16a) contains a post verbal matrix subject, osfillos de Petra. It is totally impos­
sible for the determiner in this element to cliticize onto the embedded verb. 

For many, another example where cliticization is out involves subjects of 
inflected infinitivals: 16 

(17) a. vimos os pallasos chegaren 
saw(we) the clowns arrive 
'we saw the clowns arrive' 

b. (*)vimo-Ios pallasos chegaren 

But a case parallel to (17b) with uninflected infinitivals is perfect for anyone 
who accepts the subject before the verb: 

(18) a. vimos os pallasos chegar 
saw(we) the clowns arrive 
'we saw the clowns arrive' 

b. vimo-Ios pallasos chegar 

(19) is analogous to (16), except in this instance an infinitival complement 
clause is at issue: 
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(19) a. vimos 0 neno e mais ti chegardes os tres 
saw (we ) the child and more you arrive the three 
'the three of us, we saw the child and you arrive' 

b. *vimos 0 neno e mais ti chegarde-Ios tres 

Here too we see a matrix post-posed subject trying to cliticize as in (l6b) , 
the result being equally impossible. The cliticization is still out in instances 
where the infinitival is uninflected: 

(20) a. vimos ao neno e mais a ti chegar os tres 
saw(we) to-the child and more to you arrive the three 
'we saw the child and you arrive the three of us' 

b. *vimos ao neno e mais a ti chega-Ios tres 

Consider finally the con trasts in (21): 

(21) a. fixonos mirar 0 home 
made(he)-us see the man 
'he made us see the man/the man made us see' 

b. fixonos mira-Io home 
made(he)-us see-the man 
'he made us see the man/*the man made us see' 

c. miramos os homes 
saw (we) the men 
'we saw the men/we the men saw' 

d. miramo-Ios homes 
saw(we)-the men 
'We saw the men/we the men saw' 

(21a) is ambiguous, with 0 home 'the man' being taken either as a direct 
object of mirar'see' or the subject of fixo 'make'; the ambiguity disappears in 
(21 b), where 0 home must be taken as direct object. A similar ambiguity in 
(21c), where os homes 'the men' is taken as either the subject or the object of 
miramos 'see (we) ',is in fact kept in (21d), even after determiner cliticization. 

Descriptively, we see that subjects and objects both allow determiner 
clititization. Problems start, though, when there is no grammatical relation 
between the determiner that incorporates and the host. Thus, in (16b) the 
subject trying to target the lower V is a subject of the higher V. (18b) con­
trasts with (17b) in that only in the former does the cliticized determiner 
come from a DP whose Case is assigned by the target of the cliticization; in 
(17b) what assigns Case to the DP is the inflected infinitival, so there is no 
relation, either Case- or Theta-theoretic between the determiner clitic and 
its would-be host. The examples in (19) and (20) pattern with those in 
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(16), in that the clitic is hosted by an element which bears no syntactic rela­
tion with it. The same is true about (21), though here another reading is 
possible in the ungrammatical instances. The intuition is clear enough from 
a syntactic point of view: the cliticization marks a syntactic relation, which 
possibly should be expressed via government. 

I admit that phonologically there may be a correlate to all of this. To my 
ear, there is a slight break in intonation in examples with long-distance post­
verbal subjects, which is perhaps enough to signal that a phonological phrase 
with the consequence of determiner cliticization is impossible in those in­
stances. I have a harder time seeing a real difference between (17) and (18) 
from a phonological view-point, though this is debatable. However, I be­
lieve there are some examples were it would be rather implausible to have 
real phonological differences-I for one cannot detect them. Consider some 
of these. 

Take (22), from Alvarez, Regueira, and Monteagudo: 

(22) a. lembrouvo-Ia sua dor 
reminded(he)-DAT-the his pain 
'he reminded you of his pain' 

b. subiuno-Io sangue a cara 
raised (it)-DAT-the blood to-the face 
'Blood raised to our face' 

c. gustalle-Io leite 
appeals(it)-DAT-the milk 
'milk appeals to them' 

d. *recolleo-Io abo 
picks (he) -them-the grandfather 
(cf. recolleos 0 abo 
'grandfather picks them up') 

e. *falouno-Io abo 
talked(he)-DAT-the grandfather 
(cf. falounos 0 abo 
'grandfather talked to us' 

All of these examples have an interesting wrinkle: a special clitic has cliticized 
to the verb before the determiner. This does not prevent determiner 
cliticization in several instances. Thus, we see a direct object attached to the 
verb+dative in (22a), and the subjects of an unaccusative (22b) and a psych 
verb (22c) doing the same thing. However, when the subject of a transitive 
verb tries to cliticize onto a verb+accusative as in (22d) pr a verb+dative, as 
in (22e), the result is impossible. Provided that subjects of un accusatives 
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and subjects of psych predicates are D-structure objects,I7 the descriptive 
generalization seems to be that cliticization to a verb+clitic is possible only 
from base objects. 

I have a hard time seeing how exactly this fact can affect phonological 
phrasing. To see this clearly, we can construct a minimal pair following the 
same rule describing the examples reported by Alvarez, Regueira, and 
Monteagudo: 

(23) a. asustou-lle-Ia curuxa 
frightened(it)-them-the owl 
'the (presence of the) owl frightened them' 

b. * asustou-no-Ia curuxa 
frightened-them-the owl 
(cf. asustounos a curuxa 
'the owl frightened them/caused them to be frightened') 

The difference between (23a) and (23b) is structural: the first example is an 
instance of a dative-type psych construction, whereas the second one is an 
instance of an accusative-type psych construction. IS Only in the former in­
stance is a curuxa 'the owl' a D-structure direct object,I9 hence only there is 
the cliticization possible according to our generalization. It is hard to see, 
however, how the two sentences differ phonologically. 

To insist on a point: I realize that a phonological theory of phrasal ar­
rangements needs specific proposals about the input syntax. It may be that 
such a theory is atuned to distinctions such as whether a given dependent is 
a D-structure direct object, or whether a phrase is governed. The point is, 
though, that in light of the data adduced, such a phonological theory must 
contain such theoretical provisos if it itselfis to deal with these paradigms. I 
have no idea whether these would be sound phonological provisos, and I 
won't venture any speculations in this respect. But I remain skeptical simply 
because the relevant provisos turn out to be sound syntactically. 

3. A LARGER PERSPECTIVE 

Let us now look at a wider variety of data bearing indirectly on the para­
digms presented so far. 

3.1. Cliticiz.ation Gates 

Consider first the contrasts in (24):20 

(24) a. *de quen liches os mellores poemas de amigo 
of whom read(you) the best poems offriend 
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b. (?)de quen liche-Ios mellores poemas de amigo 
of whom read(you)-the best poems of friend 
'who did you read the best poems of friendship by' 

Extraction of a subject from inside a DP is possible in Galician only if deter­
miner incorporation has taken place. Similar facts can be seen when ex­
tracting an adjunct from the DP: 

(25) a. *de que zonas liches os mellores poemas de amigo 
of what areas read(you) the best poems offriend 

b. (?)de que zonas liche-Ios mellores poemas de amigo 
of what areas read(you)-the best poems offriend 
'what areas did you read the best poems of friendship from' 

But this rather dramatic contrast is reduced when extracting a complement 
from the NP: 

(26) a. ??? de que temas liches os mellores poemas 
of what areas read(you) the best poems 

b. de que temas liche-Ios mellores poemas 
of what areas read(you)-the best poems 
'what themes did you read the best poems about' 

These contrasts are identical to those in Torrego (1985, in progress) for 
extraction from DPs in Castillian Spanish-mostly: 

(27) a. de que autor has leido varios/*los/*esos libros t 
of what author have (you) read several/the/those books 

b. de que pais conoces muchas /*las/*esas ciudades t 
of what country know(you) many / the those cities 

c. de que cantante salieron publicadas unas/ las/???esas fotos t 
of what singer were published some/the/ those photos 

Incorporated definite articles in Galician behave like indefinites in Castillian 
(allowing extraction) , whereas non-incorporated articles are instead behav­
ing like their Castillian counterparts, with one exception. The exception is 
DP-object extraction over a definite article, which seems fine in Castillian, 
but is still far from perfect in Galician. The difficulty with (26a) is compa­
rable to that in the version of (27c) with a demonstrative. 

Intuitively, there is a barrier in all extractions from DPs induced some­
how by definite articles, and this barrier yields a violation of the Empty Cat­
egory Principle (ECP) for subject/adjunct extraction, whereas the barrier 
allows movement across it for complements (which are "lexically governed"). 
This is the essence of Torrego's account, details aside. From this point of 
view, determiners in Galician act as "gates" when they ciiticize. 
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For reasons of space, I shall not go here into what the precise explanation 
for these contrasts is-though see Uriagereka (in progress, ch. 2) for an ac­
count following Torrego. The intuition is clear: determiners are "stronger" in 
Galician than in Castillian. If they do not incorporate, they behave like the 
demonstratives they come from diachronically, preventing extraction. 

In fact, other Romance languages present further differences in terms of 
extractions from DPs depending on the "strength" of their determiners. 
Thus, for instance: 

(28) de qui as-tu vu [Ie portrait d'Aristote t] 
of whom have-you seen the portrait of-Aristotle 
'by whom have you seen the portrait of Aristotle?' 

Within Western Romance, dialects of the French type are the most permis­
sive ones for extraction across definite articles-vis-a-vis Castillian, and 
Galician. Thus, (28), a type of example discussed by Ruwet (1973), is ex­
tracting a subject over a definite article, which is impossible in Spanish and 
possible in Galician only with incorporation. There is a sense, though, in 
which the French determiner is the weakest within these languages, and 
thus for instance it systematically cliticizes downwards to the head noun. 

Similar issues can be raised about Eastern Romance dialects like Ruma­
nian. The most permissive ones, including Latin, allow even Left Branch 
extractions which are very ungrammatical elsewhere.21 In Uriagereka (in 
progress) I argue there is a correlation between Left Branch extractions 
and weak determiners (or no determiners, as in Latin). In the opposite 
extreme of the spectrum, we probably have languages which allow no ex­
traction from nominals whatsoever, not even direct objects which should be 
the easiest to move. I suspect this may have been the case of early Romance, 
at the time determiners were still demonstratives, albeit without the seman­
tic import of deixis. 22 Galician and comparable archaic dialects may to some 
extent show a remanent of that, although with an interesting way of avoid­
ing the barrierhood ofDPs: incorporating the head of the category. 

It is not my intention here to argue for why I think DPs can be barriers in 
certain circumstances, nor why I think head movement may have a conse­
quence for turning these barriers transparent My only concern is to show 
that if indeed incorporated determiners act as gates for extraction, it is plau­
sible to assume that the cliticization takes place at a level that feeds the rep­
resentations that go into the semantics, and not merely an output mor­
pho- phonological level-at least within current assumptions about a T 
modeJ.25 And once again, this is all. I can see that in principle a phonologi­
cal account can be amenable to these facts in various ways, including of 
course changing the T-model. 
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3.2. A Parallelism with special Clitic Placement 

In the hypothesis pursued here, special clitic placement and determiner 
cliticization are identical processes. I will show some differences that must 
be explained, but let me start by showing syntactic aspects in which the two 
processes look alike-apart from diachronical parallelisms or morpho-pho­
nemic similarities. This is an important conceptual point: it is less contro­
versial to assume special clitics are placed syntactically than to assume deter­
miner clitics are. My point is that if we want to keep the parallelism, we can 
treat the two phenomena as one. Taking the prime directive for determiner 
clitic placement to be phonological, either we would have to discard the 
similarities I am about to discuss, or else we must treat special clitic place­
ment as a phonological process. Consider clitic climbing first This process 
is known to change the scope of a clitic from a downstairs predicate to an 
upstairs one. It is interesting that, among other things, the phenomenon 
occurs only in situations of restructuring and, occasionally, reanalysis (see 
Uriagereka (1988) for discussion and references): 

(29) a. Pedro quere-o [facer ~ 
Pedro wants-it do 
'Pedro wants to do it' 

b. Pedro fU{Q-nos [_ safr] 
Pedro made-us go 
'Pedro made us go' 

c. * Pedro di-os [que _ chegaron] 
Pedro says-them that arrived 

d. * Pedro di-os [que Maria comprou_] 
Pedro says-them that Maria bought 

e. (*)nos vimo-Ios [_ chegaren] 
we saw-them arrive-AGR 

f. *nos vimo-Ios [a Maria e Petra comprar(en) ~ 
we saw-them Mary and Petra buy(AGR) 

In (1988) I argued, following recent treatments, that the principle respon­
sible for the patterns here is the ECP. Given the particular instantiation I 
took, the movement of the clitic in (29a) and (29b) leaves behind a gov­
erned trace, but this is not obvious in the other instances-though see 4.3.24 

Without going into an explanation for the facts above yet, I want to note 
that in some abstract sense at least the impossibility of the bad examples in 
(29) mimmicks the impossibility of such examples as (16b), (l7b), (19b) 
and (20b). In all instances the clitic is hosted where it doesn't "belong". 
Further, the possibility of the good instances in (29) relates to the possibility 
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of (ISb), under similar structural circumstances. And in fact, the idiolectal 
variation over (2ge) is also apparent in (17b), again under similar structural 
circumstances. 

One last, important parallelism is shown by the contrasts below between 
examples ofreanalysis (30b) and restructuring (30a): 

(30) a. tentamos can tar os dous 
tried.we sing the two 
'The two of us tried to sing' 

b. fixemos can tar os dous (a Xan) 

tentamos canta-Ios dous 
tried.we sing the two 
'The two of us tried to sing' 
*fixemos canta-Ios do us (a Xan) 

made.we sing the two to Xan made.we sing-the two to Xan 
'The two of us made (Xan/someone) sing' 

I cannot go into the cumbersome nuisances of clitic climbing for reanalysis. 
Suffice it to say that, although clitic climbing of the subject of a complement 
clause is generally possible, the same is not true for the object.25 In contrast, 
the object in a reconstruction situation can climb over the subject. Now, the 
examples in (30) add a further wrinkle. First, we are not incorporating a 
determiner from a downstairs object, but from the upstairs subject, after 
inversion. In fact, (30b) is fine if os dous 'the two' is interpreted as 'the two 
tangos', or whatever- that is, as the downstairs object. But when 'the two' is 
the subject in the matrix clause, then only in the restructuring case is the 
incorporation possible (30a). So obviously the problem is not just moving 
the clitic QY!1: the restructuring or reconstruction site in these instances, a 
matter I return to. 

To conclude this section, I also want to note that the pattern of impos­
sible placements seen in (22) may actually also correlate with facts this time 
about the sequential ordering of special clitics. I am thinking in particular 
of data as in (31): 

(31) a. dixonolo 
aid (he )-DAT-it 
'he said it to us' 

b. * dixolonos 
said)he)-it-DAT 

c. vimosllo roubar 
saw(we)-DAT-it steal 

d. *vimololle roubar 
saw (we )-it-DAT steal 

A direct object clitic can cliticize onto a verb+dative (31a), but an indirect 
object clitic cannot cliticize onto a verb+accusative (3Ib). A similar pattern 
occurs, for instance, in perception verb infinitival complements (3Ic,d): the 
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object of the embedded clause (surfacing as 0) can cliticize onto the percep­
tion verb which is already hosting the subject of the same embedded clause 
(surfacing as ll-); the converse is impossible. I also return to this. 

4. A THEORETICAL ANALYSIS 

As I said, thinking of determiner cliticization as head movement buys us, to 
begin with, the limited set of hosts allowed for the process in modern Galician 
(6). But now we have to see how exactly the process works, what structural 
notion it is sensitive to, and whether what the theory predicts accords with 
the facts. 

4.1. Potential Difficulties for Head Movement 

Descriptively, noun incorporation is usually from direct object position (see 
Baker (1988». Prima facie, the phenomenon seen here is more extensive 
than that. In fact, not only can determiners from subjects cliticize, but also 
from some adjunct sites: 

(32) a. con ela falamos 0 Luns da Feira 
with her talked-we the Monday of-the Market 
'With her, we talked the Monday which was a Market day' 

b. con ela falamo-Io Luns da Feira 

Then the question is: which one is more likely to be actual, syntactic incor­
poration, the one restricted to direct objects, or a more general process 
expressed perhaps in terms of government? 

I actually suggested in Uriagereka (1988) that the sort of process I dis­
cussed is, all other things equal, a better candidate. In particular, if govern­
ment is what is central for incorporation-and this is definitely Baker's view­
then we should expect incorporation under government, and not incorpo­
ration of direct objects. The latter will of course always be governed, but 
other dependents may too, and we predict those should be able to incorpo­
rate as well. 

This issue is complex, and is at the core of the debate between those who 
view noun-incorporation as compounding or a similar lexical phenomenon, 
and those who see it as head movement. I have nothing to add to that 
debate, but I will emphasize that the issue extends beyond the data here. 
Thus, for instance, Rosen (1989) questions ~aker's analysis of incorpora­
tion in Iroquoian languages by arguing that what looks like an incorporated 
noun in these circumstances is best seen as a noun classifier. Furthermore, 
she notes that in instances that Baker took to be incorporation leaving a 
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stranded possessor, the process can be observed for subjects and certain 
adjuncts in Tuscarora and Seneca, and not just for complements. She also 
notes that the languages in point can allow a null nominal head, and thus it 
is not obvious that they involve movement from the relevant null position. 

In fact, I think it is good news for a Baker-type approach that syntactic 
incorporation extends beyond complements. Ifit were restricted to comple­
ments, an analysis in terms of internal arguments would always be an alter­
native-but obviously not when the process affects subjects and adjuncts, up 
to government. It is unclear to me also that Rosen's analysis can be ex­
tended to examples of the sort discussed here. 

First, surely there may be a null nominal head in these instances; but if 
Torrego is correct, this head has nothing to do with the incorporation of 
the clitic: we need at D-structure both a determiner-which is what cliticizes­
and either a full NP or a null NP pro. The former yields determiner 
cliticization; the latter special cliticization, by hypothesis. Second, for some­
thing like comemo-lo 'ate.we-it' to involve a classifier analysis, we would have 
to assume that the form denotes a subclass of eatings, namely "it-eatings". 
Usually, classifiers do not invoke deictics, but non- variable lexical notions. 
So in fact it would appear that Baker's syntax for incorporation is needed, 
although we may disagree on how many processes it encompasses-the ones 
in point, though, are about the strongest candidates one can imagine. 

In all fairness, Baker himself showed some examples in (1988) that go 
well beyond the matter of direct objects. Thus, he pointed out instances 
where noun incorporation interacts with verb incorporation to yield results 
very much along the lines of (I8b). The following example is from South­
ern Tiwa (p. 377»: 

(33) Ti-seuan-p'akhu-kumwia-'am-ban wisi te-khaba-'i 
IS:A-man-bread-sell-CAUS-PAST two IS:C-bake-SUBORD 
'I made the man sell the two breads that I baked' 

In both (18b) above and (33), the subject of an infinitival complement in­
corporates upwards to the matrix verb. 

Baker and Hale (1990) also discuss some examples that are identical to 
those seen here, and in fact are analyzed by them as determiner incorpora­
tion (data from Bresnan and Mchombo (1987»: 

(34) a. Njuchi zi-na-lum-a alenje 
bees SM-past-bit-ind hunters 
'The bees bit the hunters' 

b. Njuchi zi-na-wa-lum-a 
bees SM-past-OM-bit-indic 
'The bees bit them' 
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It is crucial for the Baker/Hale account that pronominals be analyzed as 
determiners, which they assume, as I do. 

What is important is to admit two different processes-we may call them 
functional and lexical incorporation, to follow the terminology of Baker 
and Hale.26 We need then to establish exactly which principles of grammar 
constrain each. Since I have nothing to add to the process of lexical incor­
poration, I leave it aside. For functional incorporation (for instance of de­
terminers) of the sort seen here, I think government should be the prime 
directive. 

This entails several things. First, instances of incorporation from adjuncts 
as in (32) have to be appropriately restricted. I think an important property 
of these examples is that they typically involve what Larson (1985) calls "bare­
NP" adverbs, which can be seen as quasi-argumental and governed by some 
projection of the verb, or perhaps the verb itself after raising to Infl. That is, 
we don't expect determiner incorporation from most adjuncts, and these 
examples are clearly special. 27 

Second, we have to make sure that whenever incorporation from a sub­
ject takes place, the verb is high enough to govern the determiner. This is 
not hard to ensure in the Romance languages-particularly if we go with 
the current trend that has recast the old idea of Contreras (1976) or Westphal 
(1985) that subjects are within VP, and the verb raises as in Emonds (1978), 
Pollock (1989) and much current work. 

Third, and this is the most delicate issue, we have to raise matters of 
minimality. The trickiest examples involve clitic placement, and have the 
format below: 

(35) [ ... clitic. .. [V ... t. .. ] ... ] 
t / 

The syntax I proposed in (1988) and elsewhere for the matter of special 
clitic placement involve movement of the determiner clitic over V-this is 
particularly obvious in instances of clitic climbing. How is this consistent 
with the Head Movement Constraint? 

Much has happened since 1988; the good news is that several have looked 
into this sort of problem. The main purpose of Baker and Hale (1990) is 
precisely to address issues of this sort, which they generalize. Roberts (1991) 
and (1994) is also worried about matters of this sort, and after exploring the 
various domains where they occur, he proposes two different kinds of solu­
tions. 

One type of approach involves relativizing minimality to types of heads. 
Baker and Hale do it in terms of the lexical vs. functional distinction; Rob­
erts, in terms of what he calls A heads vs. A'-heads. Baker and Hale's ap-
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proach applies directly to the situation in (35), and Robert's does if we inter­
pret the determiner as an A' head and the verb as an A head. In any case, 
the point is clear: (35) does not violate the Head Movement Constraint if 
minimal governors only interfere with heads of the same type, assuming 
verbs and clitics are elements of different type. 

Another type of approach allows the possibility of "excorporation," that 
is, moving to a head and out of that head without carrying the head along. 
This was implicitly assumed in my (1988) work-without the name 
excorporation though, but simply as "movement through X". Roberts (1991) 
limits this idea to instances of head movement via adjunction. It is not im­
plausible to see the cliticization in (35) as involving adjunction to V prior to 
the clitic moving upwards to wherever it lands, for clearly the clitic does not 
substitute the verb. Roberts has precisely instances of clitic climbing in mind 
for his excorporation, though instances of verb movement are also discussed. 

Although this is ultimately a complex matter, I want to provide some evi­
dence that may bear on deciding among these different approaches. I want 
to go into the matter because it bears on an important empirical aspect of 
cliticization. 

4.2. Why don't Standard Determiners Climb? 

Here's some serious ammunition for a phonological approach to the mat­
ters seen here. Whereas (36b) is possible (36a) is terrible: 

(36) a. *fixemo-Io PRO cazar [t porco bravo] 
t / 

made(we)-the hunt pig wild 
b. fixemo-Io PRO cazar [t pro] 

t / 
made (we)-it hunt 
'we made (people) hunt it' 

Descriptively, although determiners can be placed in a site adjacent to their 
source, they cannot climb (36a) , like standard clitics do (36b). This hap­
pens even in structures as in (37): 

(37) *fixemo-Io PRO comer [t pro que ti fixeches] 
made (we)-the eat (one) that you made 
(cf. fixemos PRO come-Io pro que ti fixeches) 

But ignore (37) for the moment, and take the paradigm in (36) to be the 
standard problematic one. 

These facts, no doubt, would appear to question extending the ECP analy­
sis proposed for standard clitic placement to all instances of cliticization of 
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determiners. However, I think there is a syntactic explanation for why place­
ments as in (36a) (and arguably as in (37), but I return to this) are impos­
sible. This is by distinguishing between pro and overt lexical NPs. In Raposo 
and Uriagereka (1990) we argued that an important difference exists be­
tween these two: although for the purposes of Visibility at LF, both elements 
need Case if they are arguments, for the purposes of the Case Filter at PF, 
only overt noun phrases do, not pro. 

The intuition is that NPs need case for morphological reasons, whereas 
DPs need case for LF reasons, having to do with the visibility of argument 
substitution in the semantics. If NPs need Case, a natural question to ask is 
what assigns this Case to them. The standard answer that elements like V do 
has to be pondered in light of the DP hypothesis, for the Det structure inter­
venes. This, however, should be irrelevant in terms of a relativization of 
minimality (at least a-Ia Baker and Hale), for the verb governs both DP and 
NP in this structure: 

(38) [v comer [0 0 [NP caldo]] 
eat the soup 

I want to show, though, that we do not want this relativization for some in­
stances discussed in the literature. 

At the very least, it is not clear that we can extend said relativization to 
governmen t for the purposes of Case assign men t. To see this, consider (39), 
a case discussed by Belletti (1988): 

(39) All'improvviso e entrato un/*l' uomo dalla finestra 
suddenly entered a the man from the window 

Belletti shows a definiteness effect in unaccusative constructions like (39) 
in Italian. In her account, in the position of underlying direct object, an 
element like un/ l'uomo 'a/the man' can only receive case from the 
un accusative verb, and the Case this element assigns is incompatible with 
definites. 

Her analysis would disappear ifInfl, the assigner of nominative Case, would 
be able to assign Case to the underlying direct object. Nothing prevents Infl 
from assigning this Case, especially given that it can in other instances: 

(40) All'improvviso e entrato dalla finestra un/l' uomo 
suddenly entered from the window a the man 

(40) is fine even with a definite subject precisely because Infl, and not 
necessarily the verb, can assign Case to the subject. The minimal difference 
between (39) and (40) is that, in the former, the verb governs un/ l'uomo in 
the traditional sense. However, from the point of view of a would-be 
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relativization ofminimality, Infl surely governs the post-verbal subject even 
in (39), and should thus be able to assign Case to this element, all other 
things equal. 

At first sight, then, the relativization proposed by Baker and Hale seems 
incompatible with Belletti' s analysis of the Case properties ofU naccusatives­
and a similar conclusion can arguably be reached for some of the paradigms 
discussed in Raposo and Uriagereka (1990). Of course, the relativization of 
minimality is proposed for antecedent government, and it could be argued 
that it does not extend to traditional government for Case assignment. 

This may be less unmotivated than it perhaps seems. Suppose Lebeaux 
(1988) is right in dramatically separating the lexical and the functional part 
of the phrase-marker. To make his idea more current, suppose in the spirit 
of Grimshaw (1990) and much work along these lines, that we have a tier for 
aspectual structure and a tier for predicate-argument structure. Somehow, 
these two tiers merge, to use Lebeaux's idea. It is not inconceivable, then, 
that the relevant notion for antecedent governance is expressed in the pre­
D-structure tiers, whereas governance for Case assignment is expressed in 
D-structure. From this point of view, one would not view government as 
relativized, but instead as a unique notion, perhaps as in Raposo and 
Uriagereka (1990). What would differ in Case assignment vs. matters of 
antecedent governance is the level of representation at which each relation 
is expressed. However, for the remainder of this paper, I assume an analysis 
in terms of excorporation. 

Returning to the issue of why climbing of standard determiners is impos­
sible, note that the preceding discussion forces us to conclude that verbs, 
although capable of governing DPs, are not able to govern NPs, for D inter­
venes blocking government. (Regardless of which view of government we 
take.) However, following an analysis ofinflected infinitivaIs in Raposo (1987), 
in Uriagereka (1988) I proposed that the verb assigns Case to Det, and this 
element then reassigns Case to its complement NP. Assuming this analysis, 
the verb can still (indirectly) Case mark the NP associated to it, even assum­
ing strict government is at stake. 

This may bear on the issue of determiner clitic climbing. To see this, 
note that the approach to Case Theory in Raposo and Uriagereka has a 
solution for a well-known puzzle (see also Shlonsky (1987) and Epstein 
(1988)): 

(41) a. ?* I believed sincerely Oohn to be the best man] 
b. who do you believe sincerely [t to be the best man] 

Chomsky and Lasnik (1977) note the intriguing contrast in (41), noted by 
Paul Postal. This puzzle is not easy to solve in traditional terms: Freidin and 
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Lasnik (1981) show that a Wh-trace needs Case as much as an overt element 
like john does; then, why exactly is it that (41 b) is good? 

In a theory that separates morphological from visibility Case, an answer is 
possible. The trace in (41b) needs Case only at LF;johnin (41a) needs Case 

already at S-structure. 
Let the Case Filter be implemented as in (42) (where Case realization 

has roughly the sense in Chomsky (1986b)): 

(42) Condition on Case Realization 
Morphologically realized NPs are governed at S-structure by their Case 

assigner. 

Assuming that the embedded clause in (41a) is extraposed over the adverb 
sincereLy,john there is not governed by its Case assigner, beLieved, in violation 
of (42). The government facts are identical at S-structure for (41b), but 

since the trace is not subject to (42), this principle is not violated. Plausibly, 
the extraposed structures reconstruct to their D-structure sites at LF. If this 
is the case, the trace in (41 b) can be governed by beLieve at this level, in 
satisfaction ofVisibility.28 

(42) provides a solution for why (36a) is impossible. Porco lrravo 'hog' 
needs to be governed by its Case assigner, La (which transmits Case from the 
verb), in order to satisty (42). However, La does not govern its complement, 
for the verb cazar 'hunt' does, and it is the closest governor.29 In turn, (36b) 
is possible, for pro does not need morphological Case; indeed La does not 
govern pro in (36b) anymore than it governs porco lrravo in (36a), however, 
the former fact turns out to be irrelevant, given the nature of pro. 

But we still have to account for the impossibility of (37). There, the ele­
ment at stake is certainly pro, and yet the proposed climbing is out. How­
ever, we have to ask: does pro in (37) need Case? The question arises be­
cause of the associated predicative material (in (37) a relative clause, but it 
could have also been an adjective, and even a restricted class of preposi­
tional expressions)-a material which is arguably specificational. Does this 
element turn pro morphological for the purposes of (42), perhaps upon 
agreement? If it does, then pro in this instance may be subject to the Case 
filter at PF. 

This is not easy to test independently. We need a situation where Case is 
not realized morphologically at PF, though it may be at LF-for pro does 
need Case at LF ifit is an argument. The analogue of (41) cannot be con­

structed, as far as I know, in Romance, for there are no obvious "adjacency" 

requirements in these languages for Case assignment-whatever those fol­
low from. Another potential source of examples comes from the contrast 
between overt and null expletives. In Raposo and Uriagereka we argued, as 
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have others, that whereas overt expletives need Case in as much as they are 
overt nominals, null expletives do not. This does not mean that at LF they 
do not get Case-that, if we were right, is a separate issue having to do with 
visibility. But in principle one can find a situation where at S-structure an 
overt expletive needs Case, and competes with another element for this Case. 

The relevant format is clear:30 

(43) [lpovert expletive [[ ... ] [overt subject]]]] 

A paradigm along these lines is as follows-I am purposely leaving it without 
judgments (see fn. 30): 

(44) esta e a proba de que ... 
this is the proof of that 
'this is the proof that... 

a. ... el mataron a Pedro 
it killed. they to Pedro 

... they killed Pedro' 
b. ... el mataron a Pedro os guardia-civis 

it killed. they to Pedro the guard-civic.pl 
... the civil guard killed Pedro' 

c. ... el mataron a Pedro os castelans 
it killed. they to Pedro the Castillian 

... the Castillian killed Pedro' 
d .... el mataron a Pedro os de Castela 

it killed. they to Pedro the from Castille 
... the ones from Castille killed Pedro 

e .... el mataron a Pedro os que paga 0 goberno 
it killed. they to Pedro the that pays.it the government 

... the ones the government pays killed Pedro 

To my ear (44a) sounds fine, slightly narrative perhaps. The rest, all of 
them, sound quite bad to me. If these are the correct judgments, then one 
expects them to follow from the theoretical issue at stake: only (44a) is ac­
ceptable because only there is a true pro, and nothing else, the semantic 
subject of the sentence-hence the expletive el can receive the only nomina­
tive Case there is, the one assigned by Infl. 31 The important point would be 
that (44c-e) be as bad as (44b) , thus showing that [pro [predicate]] needs 
Case as much as an overt nominal does. But some may find (44a) unaccept­
able to begin with, and if so there is no argument here, one way or the other. 
Be that as it may, I think the theoretical issue is clear, even if hard to decide 
empirically.32 
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4.3. VVhen Government is Not Enough 

Given the previous facts and the position I took with respect to government 
in (1988), I was faced with the difficulty of constraining successive clitic 
movement across heads. The puzzling situation is this: if excorporation is 
allowed, how far can it proceed? Although there is quite a degree oflinguis­
tic variation here, it is also clear that something like clitic climbing tends to 
be fairly local. 

The facts in (3) suggest a further variable is at stake. We must allow 
complementizers to govern the subject of the IP they take, at least given 
structures like for him to go would be a pity, where the complementizer for 

clearly assigns accusative Case to (hence governs) the subject him. But if this 
is the general case, it is unclear why the determiner in (3) should not be 
able to cliticize under government-unless government is a necessary, but 
not sufficient condition for the syntactic incorporation at issue. 

In Uriagereka (1988) I suggested something else: incorporation (though 
not phonological cliticization) has a consequence for argument substitu­
tion. If you incorporate to something, you get integrated compositionally 
into that something. The idea was precisely to prevent clitic climbings which, 
given my assumptions, I could not bar. For instance, the way I was treating 
the phenomenon, nothing would prevent a clitic from excorporating all the 
way up to a matrix verb, even across a tensed sentence. This never happens. 
I said it did not because such a clitic would be forced to substitute as an 
argument in the wrong place, where it doesn't belong. 

What is, though, the right place? For that, I introduced the idea of an 
"event matrix, "which can be thought of in current terms as a unit of aspectual 
structure-see for instance Rosen (1990) or Parsons (1990). The intuition 
was simple: we have to allow units of aspectual structure to include standard 
verbs and instances of reconstruction and, to an extent, reanalysis-but not 
a series of temporally independent verbs. Various processes can happen 
within these event matrices: they are typically Exceptional Case Marking sites, 
allow Pasivization across them, Binding Domains extend over them, they 
are transparent scopallY' and-I suggested-they allow argument substitu­
tion in a limited fashion; perhaps more limited for reanalysis than for recon­
struction. 

I did not define matters in (1988) beyond this intuitive level, but there 
are a couple of fairly obvious things one can say. For instance, given (3), we 
must say that an event matrix has to be defined within IP. More generally, 
we have to allow the head of IP to substitute an argument position in the 
head of Comp, the situation arising for Verb-second at S-structure, which I 
suggested in (1988) is universal by LF. But for dependents within IP, these 



284 JUAN URIAGEREKA 

cannot substitute argument positions in Comp (see fn. 34), or else we will 
not preclude the cliticizations in (3). Second, we must allow events to com­
pose, perhaps under situations of temporal dependency. 

Actually, there better be some degrees here to separate restructuring from 
reanalysis. My hunch is that in the first instance there is also aspectual de­
pendency, while this is not obvious in the second. That is, intuitively, the 
connection between an event of!I~ or wanting and an event of, say, work­
ing may be stronger than that between an event of causing or seeing and the 
same event of working. To try/want to work you do something more di­
rectly involved with the actual working that to cause/see someone to work/ 
working. A detailed exposition of these compositions, however, is entirely 
beyond my scope here. I mention this only because it bears on the data 
reported in (30). 

For (30a), we must say that an event matrix is successfully formed, in such 
a way that there is a new predicate !Iy-sing, and within this composite predi­
cate, all dependents of each initial predicate can compose. Thus, it is pos­
sible for what was the subject of the matrix predicate to enter into a direct 
incorporation dependency with the downstairs predicate-after all, at LF all 
dependents will substitute an argument slot within !Iy-sing. The situation 
must be different with make-sing. In fact, it must be the case that a unit 
make-sing is not formed in the syntax, and as a result if we try substituting 
the matrix subject into the downstairs predicate, we find a clash. To be 
concrete, if the mechanics proposed by Koopman (1994) for these issues 
are to be assumed, then the ungrammatical dependency in question would 
yield a Theta Criterion violation at LF. 

But now the following objection can be raised: if you have a necessary 
condition on argument substitutability restricting certain incorporations 
under government, why do you need government to begin with? Wouldn't 
one get the same results without saying anything whatsoever about govern­
ment? 

That depends very much on what we are to do with dependencies which 
are not (fully) argumental, such as adjuncts, or the sort of arguments one 
sees in nominals and adjectives. The latter, as we saw, do not tolerate 
cliticizations in modern Galician, and it is not totally obvious that these could 
be prevented if we did not have a structural condition, such as government, 
to enter the picture. In fact, we need more than just government here: we 
need government by a head. That is, one can imagine situations where, say, 
a predicate phrase could govern a determiner; however, unless the predi­
cate is verbal, the determiner does not incorporate in modern Galician. 
Now, of course, the fact that government by a head is at stake for us follows 
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from an analysis in terms of head movement: government from the head is 
what counts because what is at issue is the licensing of a head trace. In turn, 
movement to a head and nothing else is constrained in terms of the Struc­
ture Preserving strategy of Chomsky (1986). 

I think there is a further consequence of assuming government is at issue 
here. I devote the last section to showing this. 

4.4. Structural Restrictions on The Ordering of Clitics 

Recall the impossible examples as in (31). In Uriagereka (1988, forthcom­
ing) , I presen t an analysis of facts of this sort in ECP terms. The idea, which 
I won't go into here in any detail, is that the dative clitic does not need to 
antecedent govern its trace in the relevant configurations, whereas the ac­
cusative clitic does-in spite of appearances. I place this analysis within the 
proposals about dative shift in Larson (1988), whereby a shifted dative phrase 
is a direct argument of the verb that moves, whereas the accusative phrase is 
an indirect argumen t. I argue that in configurations of the sort in (31), the 
accusative element is structurally higher than the dative one, at least in dia­
lects of the Spanish, Portuguese, and French sort. I assume that from this 
higher position, the accusative clitic can govern its trace, which it could not 
ifit were buried inside the dative clitic-thus predicting the ungrammatical 
ordering violates the ECP. 

I think that, abstractly, the ungrammatical examples in (22) pattern along 
the lines of the situation in (31). To show this, I need to make a couple of 
assumptions argued for in Uriagereka (in progress). First, special clitics in 
Galician are in a preverbal site at S-structure. This is so even in matrix clauses, 
where the verb appears before the clitics; I assume my (1988/1992) analysis 
that, in these instances, the verb has moved to a F(ocus) position, leaving 
the special clitics behind. This means that in all the examples in (22), the 
verb is higher than where it starts in the derivation-which is confirmed by 
embedding these sentences: 

(45) di que vos lembrou a sua dor 
says.he that DAT reminded (he)-DAT the his pain 
'he says that he reminded you of his pain' 

In embedded clauses, the verb does not raise to F, and the order (special 
clitic, verb) is then clear. 

The idea I want to pursue is that when the determiner in the examples in 
(22) cliticizes onto the verb, it is actually cliticizing onto a special clitic, and 
both determiners in turn eventually cliticize onto the verb. Consider the 
derivation of a grammatical (22d)-that is, without determiner cliticization: 
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(46) a. D-structure 

I' 

A 
I VP 

-agr ~ 
DP V' 

D~NP0p 
o aboV A 

recoIl D NP 
os pro 

b. S-structure 

A~ 
F os IP 

A A 
I F DP I' 

A AA 
V I D NP I VP 

recolI-e o abot A 
~----------~--~ t ~p 

V A 
t D NP 

L-_______ ---'t pro 
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In D-structure, everything is in its usual place. In the mapping to S-struc­
ture, the verb raises to InD and together with its morphological affixes, it 
raises to F in this language. In turn, the special elitic raises too, and if I am 
correct in my work (forthcoming), it functionally eliticizes onto F.33 The 
important point is this: the only moment when the determiner elitic could 
have eliticized onto the special elitic os is when this element is outside IP­
which reduces to the impossibility of examples as in (3), already discussed.34 

Elsewhere, the special elitic is structurally lower than the determiner elitic, 
hence the trace of the latter would not be governed if the relevant incorpo­
ration were to take place, and an ECP violation would ensue. 

In the good examples in (22), the situation is different. The determiner 
eliticizes onto a special elitic which is structurally superior at some point in 
the derivation. For instance, consider the D-structure associated to (22a) in 
a Larson-type analysis: 

( 47) a. D-structure 

l' 

A 
I VP 

-agr ~ 

DP V' 
pro ~ 

V V' 
e 

~ 
DP V' 

A 
V' DP 

/\/\ 
V DP D NP 

lembrA a dor 

D NP 
vos pro 

The determiner from a dor 'the pain' has the option of eliticizing onto 
vos in the following intermediate step (after A-movement): 
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(48) I' 

A 
I VP 

-agr ~ 

DP V' 
pro ~ 

V V' 
e 

~ 
DP V' 

/\ A 
D NP V' DP 

vos pr/\ /\ 

i / riP D NP 
~t a dor 

After the cliticization, the verb raises, and eventually the clitic unit vos+a 

(which yields vola) also raises, as in (46b). It is an intermediate step as in 
(48) that is missing in (46).35 

Thus, we expect that only when a determiner cliticizes onto a superior 
special clitic will we have structures of multiple cliticizations-as a result of 
the ECP. In this way, we can deduce the descriptive generalization in 2.4, 
now a corollary of the ECP. Cliticization to a verb+clitic is possible only 
from base objects because only in this instance is the special clitic which is 
the target of cliticization by the determiner a superior element. The point 
is, this follows from sheer government, not from matters about argument 
substitution (see fn. 35 for an important instance of the opposite situation). 

5. CONCLUSIONS 

This paper shows a peculiar pattern of determiner cliticization seen in ar­
chaic Romance languages, such as Galician, which is lost in most other con­
temporary dialects. A syntactic analysis of the phenomenon is proposed, 
whereby the hosts of determiner cliticization are also targets of head move­
ment. This may shed some light on matters of clitic placement in other 
Romance languages. The idea has the virtue of being sensitive to both 
diachronic and synchronic considerations, although admittedly it raises as 
many questions as it answers. Alternatives on non-syntactic grounds should 



DETERMINER CLITIC PLACEMENT 289 

be pursued and compared to the present approach. Finally, if the present 
analysis is to be rejected, we still must pursue the issue of whether determin­
ers incorporate-if they do not, the DP hypothesis would be seriously ques­
tioned. 

NOTES 

1 For several suggestions, criticisms, and discussions, I am indebted to Rosario Alvarez, 
Tom Ernst, Bob Freidin, Norbert Hornstein, Richard Kayne, Howard Lasnik, David 
Lebeaux, Ana Maria Martins, Alan Munn,Jairo Nunez, Carlos Otero, Eduardo Raposo, 
Cristina Schmitt, Esther Torrego, the participants on the Princeton Conference on 
Comparative Grammar in the spring of 1989, and my students and colleagues at the 
University of Maryland. I assume the errors. 
2 In Sardinian, for instance, Latin ipse is the source of the definite articles su, sa, sos, 
sas (m.s., f.s., m.p., f.p.). Instead, Latin illi is the source of the pronoun lli. Similar 
facts can be found in other dialects, some of which have died out. 
3 Raising the question of why only some dialects admit doubles. See Uriagereka (in 
progress, ch. 2/7) for a proposal. 
4 The phenomenon extends also to the Germanic languages, particularly within prepo­
sitional phrases (see Beerman (1990», and to various others (see Anderson (1992». 
Although Beerman proposes essentially the same analysis I did in (1988), Anderson 
invokes an entirely different approach. I should say also that cliticization of the 
determiner to a preposition is common even in Romance languages in which deter­
miners do not otherwise cliticize onto verbs. 
5 This has several associated consequences, including the direct licensing of null NPs 
(which in French and Italian are only licensed either by a demonstrative proper or 
an article+adjective), a different pattern of extraction of elements from inside DPs, 
and perhaps the absence of en/necliticizations in the mainland Iberian dialects (not 
the Eastern ones), as opposed to its presence in other, particularly Western, Ro­
mance dialects. 
6 For recent theories of phonological phrasing and references, see Inkelas and Zec 
(1990). 
7 Constructions of this sort, without the cliticization (i.e., casa Basilio) were very com­
mon in Early Romance, particularly in those dialects that retained a genitive mark 
for NP arguments, like Proven~al or Medieval French. The construction in ques­
tion, for the most part, appears to demand cliticization in Galician, although it is still 
possible without the cliticization, for instance, in Aragonese (La boca lo lobo' the mouth 
the wolf). For these matters, see for instance Zamora Vicente (1974). 
8 For these and related data, see for instance Sampson (1980). 
9 Though they hedge a bit: "at least orthographically," they say. I admit that in 
careless speech some of the cliticizations in (2) do not seem terrible. 
10 Similar examples occur elsewhere. For instance: 

(i) a. mata'l carneru 
kill-the goat 
'to kill the goat' 

(Leonese) 
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b. faill fogo de legna (Medieval Provencal) 
makes-DAT-the fire of wood 
'he makes the fire of wood for her' 

The construction is also possible in sub-standard Iberian dialects, including Portu­
guese and Castillian, at least. 
11 Unless something affecting the formation of phrases, such as the placement of 
phrasal stress, changed in the course of the development of Galician, in such a way 
that it allowed a sort of attachment at one point, but not at the next. I really do not 
know whether this has been the case. 
12 The [n] in question is only apparent in modern Galician dialects, having emerged 
a couple of centuries ago. It should be said that expressions like comeu no caldo are 
well-formed, but mean something very different. Most direct objects in Galician can 
be either structurally Case marked, in which case they show no case marker, or they 
can be associated to the preposition en'in'. The difference in meaning is not unlike 
the one in English between he is eating an apple and he is munching on an apple. The 
preposition en, in Galician, obligatorily reduces in front of definite articles; thus: en 
o caldo, yields no caldo. It is imaginable that a functional issue is at stake for the 
unavailability of comeu-no caldo, which would be undistinguishable from comeu no caldo. 
13 For instance, Vasconcellos (1901), cited by Nunez (1992), reports examples from 
Tras-os-Montes, Portugal, such as vejo-la 'I see it', which in standard Galician would 
be vexo-a. There are also frozen forms in Galician, such as a-to menos 'at least' that 
keep the l after a vowel. 
14 In standard Portuguese dialects and in at least the Ourensan variant of Central! 
Southern Galician, the [I] in question never shows up in instances of what may still 
be determiner cliticization (without the particular phonological correlate we have 
considered), though the phenomenon is still apparent in standard cliticization. The 
Brazilian instance also appears to be moving in this direction, although it is much 
more complex (see Nunez (1992». 
15 Incidentally, as Alvarez Caccamo (1989) notes, the orthography, which is standardly 
sin-a and not si-na is arguably inaccurate, at least in as much as, say, po-la and not pol­
a is the form to write the relevant cliticizations. 
16 Some do accept this example, though. My suspicion is that it is those who also 
accept clitic climbing out of inflected infinitivals-not everyone does. 
17 For discussion of unaccusatives, see Perlmutter (1978), Burzio (1986), and for 
psych predicates, Belletti and Rizzi (1989), Grimshaw (1990), Pesetsky (in progress), 
among several others. 
18 Incidentally, (12b) is possible with a different meaning, where the clitic is nos 

instead of os (with the!! appearing after the glide). The interpretation in that in­
stance is "the owl frightened us" (not them). I still think that even this example is an 
instance of the dative construction. Unfortunately, though, one does not have a 
direct way of telling, for the accusative and the dative form of the clitic nos are syn­
cretized. 
19 Here I am following the analysis in Rosen and Uriagereka (in progress), which 
confirms the distinction between these two verb classes made in Pesetsky (in progress). 
20 The data I am about to report is not taken from grammars. I have consulted native 
speakers, and my own intuitions-but I have not conducted a systematic study. I 
think the data converge rather naturally with others from other languages, and in 
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that sense I feel confident that the analysis is solid. I know that a tradition within GB 
questions extraction from nominals altogether. I address this matter in Uriagereka 
(in progress, ch.2), where I provide arguments for the null hypothesis: extraction 
from nominals is possible in principle, with parametric variations ensuing as a result 
of factors that do not concern me here-but see below. 
21 For instance (i), from Ross (1967:131): 

(i) cuius legis librum 
whose read-you book 
'whose book are you reading?' 

22 Within the DP hypothesis, one may conceive this intuitive idea in terms of two 
structurally different positions: the spec of DP and the head of DP. Arguably, ele­
ments that eventually occupy the head of DP start out diachronically as elements 
that occupy the spec of DP. This general trend is not peculiar to determiners, and 
can be seen elsewhere (see Uriagereka (in progress). 
23 As I said, I deal with a theoretical account in Uriagereka (in progress). In Uriagereka 
(1988) I tied up the process of determiner incorporation to Argument Substitution, 
an idea which has been currently pursued by Koopman (1994) in a different area. 
From this point of view, head movement occurs universally by LF, with parametric 
options appearing only for whether the movements take place before S-structure. In 
other contexts, I have also pursued the possibility that determiner incorporation 
and similar process (I-to-C, etc.) actually signal the merger of an aspectual and a 
predicate/argument tier, in the sense of Lebeaux (1988) and essentially with the 
mechanic import of Grimshaw (1990). 
24 See Quicoli (1976) for the classical analysis along conceptually similar lines, in 
terms in particular of the Tensed Sentence and Specified Subject conditions. 
25 Issues such as whether the subject has also cliticized, or is arbitrary, also ensue, as 
well as extreme dialectal variation. See Torrego (forthcoming) for extensive discus­
sion and an analysis, and Manzini (1984) for an early proposal. 
26 Though of course this is loaded towards an incorporation analysis. For the pur­
poses of this paper, I remain agnostic with respect to whether lexical incorporation 
is a syntactic or a lexical process. Incidentally, the terms I used in Uriagereka (1988) 
were morphological and syntactic incorporation. 
27 Though a very complex issue is raised by elements like hi/ho and en in languages 
like Catalan. These clitics are clearly adverbial, and if they are to be treated along 
the lines proposed here for other clitics, government must obtain. An analysis of 
these facts is entirely beyond my scope, but I must note that the issue raised relates, 
I think, to the impossibility in Galician of a sentence like (i) corresponding to (32b): 

(i) (*)con ela falamo-lo 
with her talked.we-it 

That is, (i) can surely mean that we talked something or other with her, but not that 
we talked with her on such-and-such a date. I think this follows from the fact that 
Galician does not tolerate pro in adjundal position, hence (i) can only invoke an 
argument of JaZar 'talk', not, say, a temporal adjunct. But this is precisely where 
Galician and Catalan do differ. Thus, consider something like (ii): 

(ii) ves a casa, encara hi trobaras el meu germa 
go to home still there find.will.you the my brother 
'Go home; you'll still find my brother there' 
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(For data, see for instance Badia Margarit (1980).) 
28 Note that, in English, we cannot allow determiners to be Case assigners for the 
purposes of (42), or otherwise we would lose the analysis of an example like (i): 
(i) *1 believe sincerely the boss to be the worst man for the job 
It is plausible that the determiner system in English does not have the necessary 
strength to realize Case, as in Romance. See Vergnaud and Zubizarreta (1992) for 
related discussion. 
29 And of course, for this idea to work, it cannot be enough for the trace of the 
determiner to realize Case. See also fn. 28, and note there may be a parallelism 
between the impossibility of a trace serving as a mark to realize Case and the unavail­
ability of and expletive determiners as in English the. 
30 One needs a transitive structure along the lines of (43). In principle, these exist in 
Romance with null expletives, plausibly with direct Case assignment to the post-ver­
bal subject. I used to think they did not exist with overt expletives simply because 
both the overt element and the post-verbal subject compete for nominative Case. In 
turn, the structures would be fine with overt expletives and null subjects, in the 
relevant languages. Unfortunately, there is an extra variable. IfI am correct in my 
(1992) analysis ofF( ocus) heads in archaic Romance, the languages that allow overt 
expletives do so largely in relation to an extra source of nominative Case assigned by 
F-in traditional terms, this is the source of nominativus pendens; see Zwart (1989). 
In such an instance, (43) should be able to surface for there are two, not just one, 
sources of Case in the relevant languages: F (which can assign Case to the expletive) 
and Infl (which can assign Case to the overt subject). One can control for this by 
placing the relevant examples in a situation where F does not occur, such as clauses 
which are the complement of a noun. This is why I embed the examples in (44) 
under a praba de que 'the proof that'. 
31 This is why it is crucial that there be no other source of Case, such as F in fn. 30. 
32 I should note two related matters. Determiners never appear before special clitics 
in a sequence; thus, one never finds verb+determiner+clitic. Although this issue is 
complex, and I return to it in the last section, let me note that assuming the inner 
position in this sort of sequence is not one of government to the outside, the deter­
miner would always have to be exterior in order to realize case on its associated NP. 
Similarly, one never finds adverbials of any sort blocking the relation between a de­
terminer and its associated NP-and once again, from the perspective taken here 
this would have to be explained in terms of government. 
33 I argue that lexical cliticization is to the left of heads (that is, leaving the head as a 
suffix), whereas functional cliticization respects the head parameter (leaving the 
dependent in the normal position of complements, in this instance, to the right of 
the head). Thus, the order of the heads attached to F. 
34 Though, admittedly, it adds a further wrinkle: why is F not part of the event ma­
trix? A related difficulty that must be explored is how is argument substitution pos­
sible when the verb has raised past IP, given my approach to examples as in (3). 
Plausibly, the relevant readjustments occur in the mapping to LF, but obviously these 
are issues beyond the scope of this paper (see Koopman (1994) for a wider perspec­
tive). 
35 One could argue that the incorporation of a head into the head of the DP [vos 
pro] yields a configuration were c-command of the trace does not obtain, and hence 
the trace is not governed. However, since the clitic incorporates to the head of DP, 
and the index of the newly formed complex head percolates up the D projection, it 
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is DP that licenses the trace of the raised element. The reason I do not think this 
creates problems elsewhere is that, as noted, I want incorporation to bear on argu­
ment substitution. Thus, imagine that a verb were trying to incorporate onto the 
head of its subject. According to what I said, the maximal projection of the subject 
would indeed govern the verb trace, but at LF we would be forced to interpret the 
verb as an argument of the subject, in violation of the Theta Criterion. 
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CARLOS P. OTERO 

HEAD MOVEMENT, CLITICIZATION, 
PRECOMPILATION, AND WORD INSERTION* 

(COMMENTS ON URIAGEREKA'S PAPER) 

These comments will be concerned only with Uriagereka's analysis, not (for 
reasons that will become obvious as we proceed) with the implications he 
claims that ensue from it. 

The data that Uriagereka (u. henceforth) focuses on comes from Galegan 

("galego" for its speakers), the westernmost Romance language and per­
haps the most "conservative" variety of Western Romance, certainly of His­
panic Romance (I return to this topic in 3.1).1 What U. finds of particular 
interest is a class of structures which, in his view, exhibits the effects of what 
he calls "determiner incorporation," a type of definite article leftward 
"cliticization" exemplified in expressions such as (1 b) (the reason for the 
scare quotes, which will be dropped after the first occurrence, will become 
clear as we proceed):2 

(1) a. Comemos 0 caldo (Cf. Spanish=Sp Comimos el caldo.) 
b. Comemolo caldo (comemolo=comemos+o) 

pro ate-1PL-the soup ('we ate the soup') 

The (b) alternative provides an OPTIONAL way of saying (la), this 
optionality raising an interesting question within the minimalist program, 
which does not include strictly syntactic optional operations. The crucial 
difference between the two alternatives is that in the former the host of the 
determiner clitic ois the following noun (the resulting word is ocaido, readily 
analyzable as the noun caido preceded by the article o-cf. Harris (1989)), 
while in (1 b) the abstract form of the pronoun and the abstract verb form 
to its left are realized as a single word which is not readily analyzable as a 
verb form followed by the article o. 

U. 's central claim, which will be the focus of my attention, is that there is 

a close parallelism between (lb) and (2a), where, in U.'s analysis, we have a 
non-overt noun instead of caido, as shown in (2b): 

(2) a. Comemolo (Cf. Sp 10 comimos.) 

b. Comemolo [DP t [NP e]] 
pro ate-1PL-it ('we ate it') 

It is easy to agree that there is some parallelism between surface forms 
such as those in (1 b) and (2)-see 2.2 below-, but no persuasive evidence 
has ever been offered in support of the claim that whatever parallelism there 
is is due to the type of movement analysis U. appears to have in mind (some­
thing along the lines of syntactic "clitic movement" as understood in Kayne 
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(1989)-we return to this), and there are reasons to doubt such evidence 
will be forthcoming. This is because the disanalogy between article 
cliticization and unstressed pronoun "movement" (taken to be a special case 
of head movement) becomes immediately obvious when we turn our atten­
tion to the corresponding embedded structures: 

(3) a. Dixo que comemolo caldo (Sp Dijo que comimos el caldo) 
pro said that ate-1PL-the soup (,He/she said we ate the soup') 

b. Dixo co comemos (co=que+Q; Sp Dijo [que 10] comimos) 
pro said that ate-1PL-it (,He/she said that we ate it') 

A basic obvious difference between these two structures is that in (3a) the 
leftward cliticization does not affect the linear order (a necessary condition 
for phonological cliticization), while in (3b) the direct object of comemos 

does not occupy the post-verbal position ofnon-clitic direct objects, but rather 
a pre-verbal position, as is generally the case. This difference in position 
with respect to non-clitic arguments is the hallmark of so-called "special 
clitics," which in this respect contrast sharply with so-called "simple clitics" 
(see Zwicky 1977, 1985; Anderson 1992:200f.). 

The main aim of this commentary is to try to show that article cliticization 
in Galegan is a different process than the one underlying pronominal clitic 
generation, henceforth PCG. 

The outline of this paper is as follows. In Section 1, a discussion of the 
data that V. offers in support of his analysis, it is suggested that his first line 
of argumentation begs the question and his second line of argumentation 
overlooks a well- known alternative. In section 2 additional data are intro­
duced and discussed which appear to lead to a very different analysis and to 
conclusions which are irreconcilable with V.'s conclusions. In section 3 
some implications of the findings for the general theory of language are 
outlined which, if true, would lead to at least a refinement of the standard 
conception of a language system. A brief conclusion brings together the 
main points. 

1. THE CASE FOR ARTICLE INCORPORATION 

The case for article incorporation that V. makes is based on two different 
lines of reasoning, which are examined in the next two subsections. 

1.1 ''Determiner gates" 

The first line of argumentation is built on the assumption that the projec­
tion of an empty head cannot be a barrier. V. hypothesizes that the empty 
head left behind by the definite article in (4b), in his analysis, as shown in 
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(4c), provides a "gate" out of its projection, hence the contrast in the follow­
ing two parallel instances of extraction: 

(4) a. *De quen liches os mellores poemas de amigo? 
b. (?)De quen lichelos mellores poem as de amigo 

of whom read-2SG(-)the best "poems offriend" 
'who did you read the best poems of friendship by' 

e. .. .lichelos [OP t [NP mellores poemas ... 

U. reports that for some speakers "the option with the incorporated de­
terminer (38b) [=( 4b)] seems at least possible," while he has "not found 
anyone allowing (38a) [=(4a)]" (Uriagereka 1991, n. 12). The claimed dif­
ference in acceptability would be relevant to U.'s analysis ifit could be shown 
(i) that it is generally true and (ii) that such a difference could only follow 
from a process identical in nature to PCG (the complex dimensionality of 
acceptability judgements is uncontroversial). As for (i), the judgement of at 
least the speakers I put to the test is that there is no clear-cut difference in 
acceptability between the two alternatives. U. himself has shown some varia­
tion in hisjudgements along the way (see Uriagereka 1988, 1989a,b,c, 1990, 
1991), allowing in particular the equivalent of (4a) at least in two examples 
(5a,c), contrary to what the last quote would lead us to expect, and finding 
the equivalent of (4b) "perfect" at least three times (5b,d,e): 

(5) a. ???De quen viches [a foto t] 
b. De quen viche-Ia [t foto t] 

'Who did you see a picture of?' 
c. ??Que posicion trasmitistedes a orden de atacar t 
d. Que posicion trasmitistede-Ia orden de atacar t 

'What position transmitted(you) the order to attack?' 
e. * De quen vistedes 0 retrato t 
f. De quen vistede-Io retrato t 

'Of whom saw-you the portrait?' 

This variation in judgement shows that the matter is rather subtle, which 
of course does not mean there is no point to be made; only that, if there is, 
it is not clear-cut and readily graspable, and requires more sophisticated 
(perhaps experimental) techniques (Noam Chomsky has recently suggested 
that inquiry has now gotten to a point in which such techniques may be 
necessary). In fact, speakers who accept the variant without cliticization to 
the verb form "could exist,"as U. remarks, in which case he would be "forced 
to claim ... that they are indeed placing the determiner in a clitic site, even 
if the phonological assimilation did not occur" (we will see what he means 
by "clitic site" in 2.1, and what is behind his "phonological assimilation" in 
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3.1). As U. has noted (1991, n. 12), "this position would be unfalsifiable."3 
As for (ii)-that the difference in acceptability could only follow from a 

process identical in nature to PCG-, the question is simply begged, given 
the lack of initial plausibility of Uo's analysis (to say nothing of some ofUo's 
theoretical assumptions-cf. Chomsky (1992), Kayne (1993b», as will be­
come clear as we proceed. The analysis rests on the unargued premise that 
the optional operation at issue is in fact a subcase of PCG. As we will see in 
the next section, there is strong evidence against this assumption. If the 
optional operation at issue is not PCG, as argued in section 2, the structures 
under consideration do not provide evidence for PGC. 

1.2 Contexts 

His second line of reasoning is based on an investigation of "the actual con­
texts where cliticization onto verbs occurs" (his (3)-(23», which he sees as 
"the most interesting aspect" of the phenomenon. Among the pairs he con­
siders is the "minimal contrast" between two infinitival constructions 
(uninflected and inflected), where the perception verb "permits the 
cliticization (8b) [(6a) below] so long as it is receiving Case from this verb" 
(Uriagereka 1991), which is not the case in (6b) (cf. (l7b) in the current 
version of Uo's paper, with "(*)" instead of "*"): 
(6) a. Vimolos (pallasos) chegar (Uo's (8b» 

saw-1 PL the clowns arrive 
b. *Vimolos pallasos chegaren (Uo's (7b» 
c. Vimos os pallasos chegaren 

saw-1PL the clowns arrive (3PL) 
'we saw the clowns arrive' 

There is no denying that this and related paradigms demand an explana­
tion. The question is whether the right explanation involves PCG. A rea­
sonable alternative that appears to be preferable, as I suggested at the Work­
shop, is readily available. In fact, the contrast exemplified in (6) appears to 
be parallel (with respect to leftward cliticization) to the following Portu­
guese one, which has been analyzed by Rizzi (1984:47; 1990:33) in terms of 
subjacency (par 0 may surface as pelo, a highly idiosyncratic form not avail­
able in contemporary Galegan, only when subjacency is not violated, in Rizzi's 
analysis) :4 

(7) a. Estou contente pelo Manuel 
'I am happy for Manuel' 

b. * Estou contente pelo Manuel estar melhor 
c. Estou contente por 0 Manuel estar melhor 

'I am happy for the Manuel be-AGR better' 
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If current assumptions are on the right track, the two relevant structures, 
(6c) and (7c), differ only in one label, V versus P: 

(8) a. [vp vimos [cP [IP [DP os pallasos] chegaren]]] 
b. [pp por [cP [IP [DP 0 Manuel] estar melhor]]] 

Under U. 's assumptions, vimos/ por cannot possibly govern the definite 
article os/o in (8); on the other hand, vimos must govern the DP in (6a), 
since it assigns case to it. It is reasonable to assume, as U. does (cf. (34) in 
Uriagereka (1991», that in (6a) there is no CP at the relevant level.5 Now 
recall that the idea that "government plays a role in the PF component" 
(Chomsky (1985:162-164» has been suggested independently by Aoun & 
Lightfoot (1984), Bouchard (1984), Schachter (1984), Saito (1985), and 
Sportiche (1987), among others.6 For example, it has been shown that "the 
French liaison phenomenon is sensitive to government relations in that the 
final consonant of a word p can be transposed to the front of a vowel-initial 
word q only if p governs q," and that wanna is possible only when want gov­
erns to (Aoun & Lightfoot (1984), Chomsky (1985:162-4)-cf. now Zagona 
(1988) and Browning (1991), Appendix; more generally, contraction ofY 
on X requires government ofYby X (Sportiche (1988:438) ).7 

Given this alternative, the following is a reasonable hypothesis: A neces­
sary PF condition for phonological cliticization, not being satisfied in the 
starred examples, is lexical government of the definite article by the head 
which could, if the condition were met, serve as an (adjacent) host. This 
most natural alternative to U.'s proposal appears to have a high degree of 
plausibility.s The least that could be said then is that it would have to be 
seriously considered before one comes to any conclusion (in particular, to a 
very radical conclusion).9 

From this perspective it is of particular interest that Rizzi (1984:46, 
1990:32) takes the impossibility of definite article leftward cliticization in 
(7) to be parallel to the one observed in the following Italian contrast, which 
is not unlike the failure of cliticization in U.'s (17b):10 

(9) a. La stagione comincia con II postino suona sempre due volte 
'the season begins with 'The .. .''' 

b. * La stagione comincia col Postino suona sempre due volte 

If the paradigms are indeed parallel, what U. calls "determiner incorpo­
ration" is a late operation not unlike the one giving rise to "articled preposi­
tions" in Italian (we return to the topic in 3.1), and thus at odds with the 
assumption that "the determiners can incorporate in Italian,just as they do 
in [Galegan], only that this does not have any obvious morphological corre­
late" (Uriagereka 1988:410). 
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Other data offered as evidence in U.'s paper are no more persuasive. 
Consider one of the first three examples in his (22), say (22a) (any of the 
three will do), repeated here as (lOa), and compare it with its negated coun­
terpart, (lOb): 

(10) a. Lembrouvola sua dor 
'he reminded you of his pain' 

b. Non vos lembrou a sua dor (* .. .lembrouna ... ) 
'he didn't remind you of his pain' 

Under U.'s analysis, the failure of cliticization in (lOb), in contrast with (lOa), 
is entirely unexpected. 

Consider now his (23), repeated below as (12). Let's assume, for the sake 
of the discussion, that the distinction between (a) and (b), found in Spanish 
(Strozer 1976:445f.; Parodi-Lewin 1991:46f.), as in 

(11) a. Les asusta la lechuza 
'the owl is frightening to them' 

b. Los asusta la lechuza 
'the owl frightens them' 

obtains in Galegan, in which case U.'s (23b) would be fine in a sense parallel 
to (23a), as nos asusta la lechuza in the sense of (lla) is in Spanish, contrary 
to what his (23) (=(12) here) would lead us to believe: 

(12) a. Asustoullela curuxa 
'the (presence of the) owl frightened them' 

b. * Asustounola curuxa 
'the owl frightened them/caused them to be frightened' 

Again, cliticization of the article is not possible in the negated counterpart 
of (l2a) , namely, non lies asustou a curuxa, a failure of cliticization which is 
again unexpected under U.'s analysis. 

A not inconsiderable advantage of the alternative suggested in this sub­
section is that it avoids some of the difficulties with U.'s analysis. A sample 
illustration may suffice for our purposes. If "determiner incorporation in­
stantiates argument substitution," the determiner being "really an index of 
the DP," as U. would have it, what are we to make of structures such as those 
exemplified in (13), where the article, in contrast with the pronoun (cf., 
e.g., (17d», appears enclitic to hosts other than D, in particular e 'and' (a), 
mais'more' (b), a 'to' and e 'and' (c), and todos 'all' and mais'more' (d)? 

(13) a. Comemolo caldo io pan 
ate-1PL-the-SG soup and-the-SG bread 
'we ate the soup and bread' 
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b. Comemos os teus e mailos meus 
ate-1PL the-PL yours-PL and more-the-PL mine-PL 
'we ate yours as well as mine' 

c. Comemos alo menos os teus ios meus 
ate-1 PL to-the least the yours and-the mine 
'we ate at least yours and mine' 

d. Comemos todolos teus e mailos meus 
ate-1PL all-the-PL yours and more-the mine 
'we ate all of yours and (all of) mine' 

In response to examples such as this, which I presented as counterevidence 
to Uriagereka (1989a,b,c) at the Workshop, U. writes that "ambos, todos and 
quantificational elements of this sort ... are plausibly heads of QPs" and 
that "it is possible that, as Ross (1967) argued, conjunctions have in any case 
internal structure, where the operator is perhaps a head," as in Munn (1991) 
(see Pesetsky (1982), 3.1; Kayne (1993b)). But the fact is that all this, which 
is perfectly consistent with the alternative analysis just suggested, fails to 
show any kind of parallelism between this class of structures and c1itic pro­
noun structures analyzed as involving syntactic movement by Kayne and oth­
ers, and is certainly not evidence for a "determiner incorporation as argu­
ment substitution" proposal. Specifically, since the conjunction relation is 
not simply a relation between the conjunction and the last conjunct, the 
article in comemoioin (13a) cannot be taken to be the index of the larger DP 
(0 caido io pan 'the soup and bread'), and the articles in (I3b,c,d) have noth­
ing to do with argument substitution even within U.'s theory, argument sub­
stitution being at one point the basic motivation for his innovative analysis. 
It is particularly instructive in this context to compare (13d) with (l3e), 
noticing that the host of c1iticization, which always meets a strict string-adja­
cency requirement typical of non-hierarchical structure (cf. Marantz 1988, 
1989), is contingent on the presence/absence of the quantifier: 

(13) d. Comemos todolos teus e maiIos meus 
e. Comemolos teus e maiIos meus 

ate-1PL-the-PL yours and more-the mine 
'we ate (all of) yours and mine' 

The contrast between articles and pronouns in this respect is absolute, as 
shown in (14) in terms of U.'s analysis, where only pronouns exhibit the 
property of "special c1itics" referred to above: 

(14) a. Vimos todos [os nenos] (OPTIONALLY: Vimos todolos nenos) 
saw-1 PL all the children 
'we sawall the children' 
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b. *Vimolos todos [OP t nenos] 
c. *Vimos todos [OP os pro] 
d. Vimolos todos [OP t pro] (*Vimos todolos [OP t pro]) 

saw-1PL-them all 
'we saw them (all)' 

303 

Compare now the behavior of the coordinate structure (l5a) , analogous 
to (13a), with the parallel English structure (15b): 

(15) a. Vimolos nenos ias nenas 
saw-1 PL-the boys and-the girls 

b. We saw them and you (cf. We saw 'em) 

In the English expression cliticization of them is not possible because it is 
part of a coordinate structure (see Solomon 1992:23, 32f.) , whereas both 
articles may be optionally cliticized (onto the verb and onto the conjunc­
tion, respectively) in the Galegan expression. No less interesting is the fol­
lowing hitherto unnoticed contrast (cf. Chomsky 1985: 159), a detailed analy­
sis of which would take us too far afield (see Otero (1991», where cliticization 
disambiguates the expression: 

(16) a. Todos os vimos 
'We all saw them'/ 'We saw them all' 

b. Todolos vimos 
'We saw them all' 

Compare U.'s (21d). 
Observe also that a contrast such as the following between pronoun 

cliticization and article cliticization structures (the pronoun cannot be the 
first element of a phonological phrase- "Wackernagel's law of enclisis" 
(Wackernagel (1892) )-, but the article, even when followed by a non-overt 
noun, can) is left unexplained in U.'s proposal (I return to (17a) in 2.2): 

(17) a. *0 comemos (cf. Comemolo 'we ate it') 
b. 0 pro que fixeches, comemolo 

'the [e.g. caldo 'soup'] that you made, we ate it' 
c. Comemolo pro que fixeches 
d. Compramolo pro e vendemolo pro (*0 compramos io vendemos) 

, (we) bought it and (we) sold it' 
e. 0 pro que compramos io (=eo) pro que vendemos 

'the one we bought and the one we sold' 

As (l7b), where the direct object has been "left-dislocated" (compare 
(l7c», and (l7e) (compare (17d) show, it is also not the case that "the 
differences between [pronoun] cliticization and determiner cliticization 
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reduce to independent properties of pro (only present in the former)" 
(Vriagereka 1991), since pro is present in all five examples in V.'s analysis. 
Compare 4.2 in the current version of V. 's paper. 

To summarize this section: No persuasive evidence has been offered for 
the assimilation of what V. calls "determiner incorporation" to PCG. The 
data offered in support of the "gates" hypothesis provides no support for 
the thesis that optional article cliticization is a subcase of PCG. On the 
other hand, the data about the contexts of definite article cliticization may, 
and perhaps should (see below), be analyzed in terms of the idea that "gov­
ernment" (or whatever in the minimalist theory makes it possible to dis­
pense with this notion) plays a role in the alternative outcomes of Spell Out 
under consideration; if so, we have no support for the assimilation of defi­
nite article cliticization to PCG, as understood by Kayne and others. More­
over, only the former is optional (a nontrivial matter for a syntactic analysis 
within the framework of a minimalist theory in which an operation is pos­
sible only when it is necessary). This could very well be the end of the story, 
at least until we have an argument that the alternative hypothesis suggested 
above will not do. However, for those willing to take a closer look and ready 
to go on, the next section offers additional reasons to be skeptical about 
V. 's proposal. It may also help the reader understand why Galegan 
cliticization (more generally, early Romance cliticization) can prove mis­
leading even for the cautious. 

2. Two TYPES OF GRAMMATICAL OPERATION 

The first point that has to be made before going on is that there are two 
basic approaches in the literature to the grammatical analysis of structures 
containing "special clitics": Base generation and movement,u Ifa stressless 
pronominal of the Romance type requires a base-generated preverbal posi­
tion, as repeatedly proposed in the last fifteen years, from Strozer (1976) to 
Roberge (1990), then the true analysis of the Galegan data has little in com­
mon with V. 's account. 12 However, for the purposes of this discussion it will 
be assumed that a variant of the movement aproach may be correct. 

Of the two basic variants of the movement approach to structures surfac­
ing with clitics, the recent attempt to subsume such structures under the 
(now superseded) theory of government appears to be, at the very least, no 
less plausible than the earlier attempt to subsume them under binding theory. 
We may then agree with V., for the sake of the argument if nothing else, that 
"a Head Movemen t accoun t in terms of the ECP seems more promising," in 
the light of current understanding, than the earlier attempt to provide a 
binding theory account. 13 
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Given this assumption, it is crucial, particularly in the case at issue, to 
keep apart two very different types of grammatical operation which are of­
ten confused: (i) Movement of a pronominal elemen t to a usually non-adja­
cent position and (ii) "cliticization" of such element to a string-adjacent 
"host" (the reason for the scare quotes will be apparent directly). The first 
operation takes stressless pronouns from a "launching site" to a specific "land­
ing site"; the second operation attaches stressless elements, in particular 
pronouns, to a string-adjacent host. The two operations can be neatly dis­
tinguished in Galegan (far more neatly than in other Romance languages). 
Only the latter operation can be properly referred to as "cliticization" in the 
narrow sense of the term. The two types of operation are discussed sepa­
rately in the following two subsections. 

2.1 Two different applications ofV-movement 

To see how misleading the observed similarity between (lb) and (2) can be, 
we must begin by looking into some basic features of a plausible derivation 
for a simple structure such as (18) (in this and the following two examples, 
the written representation differs from the conventional orthography in that 
it does not reflect the subsequent cliticization or the associated pronuncia­
tion of the resulting word-see 2.2-, and the abstract underlying pronoun, 
which is artificially separated from its eventual host for enhanced perspicu­
ity, is capitalized): 

(18) Non 0 comemos (Sp No LO comimos) 
NEG it ate-lPL 
'we did not eat it' 

Since U. does not say anything about this class of structures (the one 
which presumably corresponds more closely to the underlying structure of 
pronominal clitic constructions in Galegan), we are left with the alternative 
of drawing from an explicit recent presentation of the "Head Movement" 
type of theory of Romance clitics he endorses and adopts elsewhere 
(Urigereka 1988, 1992b), namely that of Kayne (1989). In Kayne's view (see 
Kayne (1990), which is in fact not oblivious of Galegan, and now Kayne 

(1993a,b)), Romance clitics are heads available for syntactic head movement 
which have the (perhaps defining) property that they must left-adjoin to 
some functional head (either T or some other I-type head). Under this 
proposal, it seems reasonable to assume that at some level of the derivation 
the structure of (18) includes a substructure which is, in relevant respects, 
as follows (I stands for an I-type head): 

(18') "'[1 0 comemos ... [vp tv tD '" 
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What is crucial in this derivation, and to my knowledge hardly in doubt, 
is that the stressless pronoun is in preverbal position after the general type 
of V-movement (cf. Belletti (1990» that we see in (18'), ifnot base-gener­
ated there. Surprisingly, this is not U.'s view. Perhaps the clearest hint of 
what he has in mind is the "structural analysis" diagrammed in (14') and 
(11 ') ofUriagereka (1991)-his two most explicit derivations-, which sug­
gest that what he envisions is that a stressless pronoun is right-adjoined to I, 
and that the verb is moved to an unidentified position to the left of the 
I+pronoun(s) complex. Both of these operations appear to be at odds with 
what is known. The paper offers no justification for this drastic departure 
from standard assumptions, and I know of none. 

The basic point I'm trying to make is that, under standard assumptions 
about head-movement generation of the syntactic elements which surface 
as pronominal clitics, a stressless pronoun is left-adjoined (not right-adjoined) 
to an I-type functional head in French, Catalan, Italian, and other Romance 
languages (Galegan among them), an operation not shared by definite ar­
ticles even in U.'s proposal. 

We turn next to a subsequent and very different syntactic operation that 
opens the way to the observed partial similarity between (obligatory) pro­
noun encliticization and (optional) definite article encliticization illustrated 
in (1)-(2). As in the infinitive-clitic languages of Kayne (1990), Galegan 
clitics may follow the infinitive with which they are associated. 14 The follow­
ing paradigm, may serve as an illustration:15 

(19) a. *Temos que a comer 
b. Temos que comer a 

pro have-lPL that to eat it 
'we have to eat it' 

(Sp *tenemos que La comer) 
(Sp tenemos que comer La) 

If Kayne (1990) is on the right track, a partial representation of such 
structures is the following (in Kayne's analysis, INFN stands for the func­
tional head corresponding to the infinitival suffix, in line with Raposo 
(1987»: 

(19') ... V+INFN ... CL+T ... [INFN e ) ... [yp [ye) ... 

Here ''V has adjoined to INFN and V+INFN then adjoined to TP." Under 
this analysis, "there is additional movement of the infinitive which left-ad­
joins to TP" (emphasis supplied). The order verb-clitic is then a result of 
this additional movement; before this additional operation, the clitic is to 
the left of the infinitive (after being left-adjoined to T, in Kayne's terms, 
right-adjunction being excluded in general-see Kayne (1993b». More­
over, if Kayne's proposal is adopted, a stressless pronoun NEVER incorpo-
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rates into V, which by itselfis enough to preempt the possibility of the opera­
tion falling together with a hypothetical incorporation of the article into V. 

The last example illustrates one of the two contexts in which the stress­
less pronoun is to the right of the verb in Galegan, as in other infinitive-clitic 
languages. The other context, which we take up next, gives rise to a highly 
restricted class of structures, a class which is no longer found, in the mod­
ern period, in the more widely known Romance languages. 

A hallmark of present-day Galegan is that it arguably retains basic proper­
ties of the stressless pronoun syntax of its 13th century ancestor (including 
13th century "Portuguese," to use the customary term-I return to the topic) 
and 13th century Spanish, which appear to exhibit traits that may have once 
been shared by other Romance languages in a phase of their historical evo­
lution, as Meyer-Lubke surmised a century ago. 16 Two basic features of Old 
Spanish and Galegan (including most varieties of modern Galegan) are that 
(i) the stressless pronoun cannot surface in the initial position of a phono­
logical phrase (in my view), including the cases usually associated with 
''Wackernagel's law of enclisis" (Wackernagel 1892; cf. Spencer 1991:355, 
Anderson 1993), and (ii) the word embodying the abstract stressless pro­
noun (its host or rather "symbiotic" recipient-see below) need not be of 
the category verb; in particular, the object pronoun clitics appear in some 
finite structures (root or nonroot) 17 before the finite verb and in some after 
the finite verb, this being "un probleme classique de lagrammaire portugaise" 
(Rouveret 1988, Sect. 6.2.3) and, more generally, "one of the most difficult 
problems that Galegan and Romance grammars have to face" (Alvarez Blanco 
1980:402; cf. Spencer 1991:384). 

These two properties (no stressless pronoun in the initial position of a 
phonological phrase, symbiotic recipients that not always are of the category 
verb) are not found in most contemporary varieties of Romance (cf. Kaisse 
1985, ch. 4, esp. pp. 83-4; Renzi 1989). In the modern Romance systems, as 
in other languages, (i) a pronominal clitic may appear even in absolute sen­
tence initial position, and (ii) the only type of host possible is a verb form. It 
is for this reason that the evidence provided by present-day Galegan is of 
unusual interest and value in the study of Romance (both diachronically 
and synchronically), hence in the investigation of language theory more 
generally. 18 

This is of course not the place to try to provide a detailed explanatory 
accoun t of this remarkable and still poorly understood feature of Romance 
syntax (see Otero 1991 for an attempt at a first step in this direction).19 The 
issues such an account raises are much too complex to be condensed into a 
few pages. What can be offered within the bounds ofa commentary such as 
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this is a representative data sample bearing directly on U.'s proposal and 
some hints about a way to approach what we might call Wackernagel-struc­
tures or simply W-structures-enough to (hopefully) shed some light on 
underlying properties of the observed similarity between (1 b) and (2). 

A good point of entry may be the following Spanish paradigm, where the 
elitic {o is separated from its host by a hyphen (a departure from conven­
tional orthography): 

(20) a. *Lo-come 
Come-Io 
'Eat it' 

b. Lo-come 
*Come-Io 

'He/she eats it' 
c. No lo-comas 

* No comas-Io 
'Don't eat it' 

The position of the elitic in (20a) is unexpected in a language with right­
ward pronoun eliticization such as contemporary Spanish. Here is the cor­
responding paradigm in 13th century Spanish, a language with lefward pro­
nominal eliticization (like Old and Modern Galegan): 

(21) a. *Lo-com 
Come-Io 
'Eat it' 

b.*Lo-come 
Come-Io 
'He/she eats it' 

c. Non-Io comas 
*Non lo-comas 
*Non comas-Io 

'Don't eat it' 

Observe that in this paradigm, in sharp contrast with the preceding one, 
eliticization is uniformly leftward.20 Reinterpreting a traditional insight (over 
a century old) we may say that in (21b) the elitic appears postverbally be­
cause there is no element (hence no stressed element that can serve as a 
host) to its left at the time (leftward) cliticization applies.21 Thus, in (21a/ 
b) the verb form serves, exceptionally (this exceptionality is crucial for our 
purposes), as the element required for leftward pronoun cliticization (an 
operation hard to confuse with syntactic left-adjunction). As a first approxi-
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mation we may say that 13th century Spanish and present- day Spanish set 
Judith Klavans's third parameter for clitic systems (see Marantz (1988), Spen­
cer (1991), 377f.) at opposite values, leftward/rightward, respectively. In 
the case of Galegan, encliticization (Le., leftward cliticization) appears to be 
closely related to the character of its intonation (Otero 1971- 73, vol. 2, p. 
166, and references therein), which seems to have more in common with 
the intonation of modern English than with that of modern Spanish or 
modern French.22 

I know of only one account of the imperative-clitic order in contempo­
rary Spanish that attempts to go beyond mere description. It is found in 
Laka (1990). Laka argues that, in contrast to what is standardly assumed for 
English, in Spanish and Basque the maximal projection that may be real­
ized as the negation phrase (inter alia) immediately dominates the next high­
est IP-like phrase, a proposal for which there appears to be some evidence 
in Galegan also (see Otero 1991) .23 Then she goes on to propose that Span­
ish imperative verb-forms are base generated under the head of this highest 
phrase, that is, in the position occupied by the negation element no if there 
is one, as shown in (20'a) and (20'b), thus providing an elegant explanation 
for the paradigm (in part to facilitate typing and printing, E is substituted 
below for Laka's L as a designation for the head of this phrase, and EP for its 
maximal projection; IP stands for the next highest IP-type phrase): 

(20') a. EP b. EP 

I I 
E' E' 

~ ~ 
E IP E IP 

I D I ~ 
come -10 - no -10 comas-

Whatever the merits of this analysis of contemporary Spanish, it does not 
appear to be directly applicable to the class of non- imperative Medieval 
Spanish structures exemplified by (21 b) - or to their Galegan analogues. 
The reason is that the Medieval Spanish or Galegan (Medieval or Modern) 
imperative is not a vestigial oddity left behind by an ancestral grammatical 
system; rather, it is entirely expected. What is in need of explanation in the 
case of Galegan is the general phenomenon of leftward clitization peculiar 
to the language, of which the finite verb-clitic order is only a special case. 
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Consider now the corresponding Galegan paradigm (where, again, the 
pronoun is separated from its host and capitalized, and the star, again, indi­
cates that the word order does not correspond to a viable PF structure): 

(22) a. Non 0 comemos (Sp No LO comimos) 
NEG it ate-1PL ('we did not eat it') 

b. *0 comemos (Sp LO comimos) 
it ate-1PL 

c. Comemos 0 (Sp *Comimos LO) 
ate-1PL it ('we ate it') 

The last two examples illustrate the ancestral feature at issue: The clitic 
cannot surface in (here absolute) phrase initial position.24 To permit an 
output from the legitimate intermediate structure (22b), Galegan makes 
use of an additional operation that provides a host for leftward cliticization. 
At least for concreteness, we may tentatively assume that this operation is a 
further V-movement which places the verb in a position from which it can at 
least c-command the pronoun.25 One possibility suggested by the foregoing 
considerations is that the landing site of this movement is analogous to the 
E of (20'); specifically, it is the position for affirmation/negation and other 
"elemen ts of the same type" of Chomsky (1955:446f.), which, following Laka, 
will be assumed to be the head taking the highest IP-type phrase as its comple­
ment. For expository purposes I will refer to this operation giving rise to W­
structures as I-to-E movement. In the case under consideration it yields 
(22c) .26 

As a result of I-to-E movement, the clitic appears after the finite verb in 
the highly restricted subclass of structures that undergo this operation. In 
other words, in Galegan there is a strategy that allows structures with stress­
less pronouns in initial position such as (22b) to overcome the lack of a host 
to their left at the particular point of the derivation in which enclitization 
takes place. 

To sum up: The generation of either of the two classes of structures (fi­
nite and non-finite) with verb-clitic order involves two different instances of 
V-movement: The garden variety one, involved in the derivation of every 
pronominal clitic structure, and a special, additional operation which only 
a narrow subclass of those structures undergo. In the case ofinfinitive-clitic 
structures (and other nonfinite structures), the additional operation, which 
is found in other infinitive- clitic Romance languages (see Kayne (1990», is 
not conditioned. In the case of finite verb-clitic structures (here called W­
structures), the additional operation is highly conditioned; specifically, it is 
restricted to the class of structures in which there is no element within the 
relevant domain to the left of the stressless pronoun(s) when cliticization 
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applies. Only the two classes of structures containing verb-clitic sequences 
(more accurately, verb-pronoun words-see Section 3) offer any similarity 
with structures containing verb-article words, as we will see in the next sub­
section. 

2.2 Encliticization 

In the foregoing discussion there has been no need to refer to definite ar­
ticle "cliticization." My claim is that this is because the observed partial simi­
larity between (obligatory) pronoun "encliticization" and (optional) article 
"encliticization" is found at a later stage in the grammatical derivation than 
those considered so far, as will become clear directly. In particular, the un­
packing of a class of examples I presented at the Workshop will allow us to 
see that the similarity on which U. bases his claim (involving only a narrow 
subclass of pronominal clitic structures) reduces to "encliticization" in this 
narrower sense, and that this process of "encliticization" has nothing in com­
mon with PCG. 

Let us begin by stressing that only after the reordering brought about by 
I-to-E is it possible for pronominal "encliticization" to take place, as in (22'a,c) 
and in (19'b,d,e)-a fuller paradigm than (19)-, where the hyphen indi­
cates "cliticization" and the string-adjacent abstract elements which will 
emerge as a single word when Spell-Out takes place are capitalized (we re­
turn to this in the final section) : 

(22') a. NON-O comemos 
NEG it ate-lPL 

c. COMEMOS-O 
ate-lPL it 

(19') b. temos que COMER-O 
d. TEMOS-O que comer 

have-lPL that to eat it 
'we have to eat it' 

(Sp No lo-comimos) 
('we did not eat it') 
(Sp lo-comimos) 
('we ate it') 

(Sp tenemos que comer-lo) 
(Sp 10 tenemos que comer) 

c. NON-O temos que comer (Sp no 10 tenemos que comer) 
(NEG) PRONOUN have-1PL that to eat 
'we (don't) have to eat it' 

It is at this point that we can finally turn to what U. calls "determiner 
incorporation." The first thing to note is that even within the narrow subset 
ofverb-clitic structures exemplified in (22') and (19'), the observed similar­
ity of pronoun cliticization and determiner cliticization reduces to the two 
classes of verb- clitic structures exemplified in (23b,c), in contrast with other 
classes, for instance the one exemplified in (23a): 
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(23) a. COMERON 0 caldo; COMERONO (cf. *comerono caldo) 
ate-3PL-the soup; ate-3PL-it 
'they ate the soup; they ate it' 

b. COMEMOS-O caldo 
ate-1PL-the soup 
'we ate the soup' 

c. temos que COMER-O caldo 
'we have to it the soup' 

But even within these two classes there are notable differences, which 
become readily apparent when we embed the two members ofU.'s "central 
contrast" and pair the resulting expressions with their structures (the words 
in capitals stand for abstract forms, irrelevant details omitted): 

(24) a. Dixo que vimolos pallasos chegar (cf. U.'s (8b)=(6a) above) 

[cP QUE [IP VIMOS [IP [OS PALLASOS CHEGAR]]]] 
b. Dixo que OS vimos chegar (-> ... cos vimos ... ) 

[cp QUE [IP OS VIMOS [IP [ tos CHEGAR]]]] 
'he/she said that we saw the clowns (them) arrive' 

The reason there is no longer any similarity between the two structures 
showing encliticization of article/pronoun is of course that in (24b) the 
verb has not moved to the left of the clitie. Since in (24b) the clitic-ta-be is 
already syntactically in place, but it is not yet encliticized to que, it is clear 
that encliticization (amalgamation of an abstract head and a prosodic de­
pendent to its right in the mapping to phonetic form before Spell Out) is 
not to be identified with PCG. For encliticization to proceed at least two 
requirements have to be met: (1) There must be a certain relation between 
the potential hosting head and the clitic-ta-be (perhaps just c-command of 
the clitic-ta-be by the host-see Kayne (1993b)), and (2) the clitic-ta-be must 
be string-adjacent to the potential host. It goes without saying that the first 
requirement can only be met early in the mapping to phonetic form (at the 
latest) since at the level ofPF conditions on syntax typically do not hold (cf. 
Chomsky (1989), n. 10). 

Furthermore, there is a large class of clitic structures without any parallel 
at all with article encliticization, including the following, where the host­
clitic(s) "sequences" (actually, "symbiotic" units, that is, single phonological 
words "precompiled" in the "morphological" component in a broad sense, 
each presumably inserted as a unit by Spell Out-cf. Otero (1976) and be­
low) are within brackets: 

(25) a. [NON-CHE-LLES] [COMiMOS-O] caldo 
NEG 2-CL 3-CL ate-1PL-the caldo 

'(roughly) between you and me, 
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we didn't eat the soup on them (their soup)' 
b. [TEMOS-CHE-LLES] que [COMER-OJ caldo 

have-1PL 2CL 3CL that to-eat-the soup 
'(roughly) between to and me, 
we have to eat the soup on them (their soup)' 

313 

Observe that the verb meaning 'to eat', which is the host of the determiner 
clitic, is not the host of the second person and third person pronoun clitics 
(che and lIes, the latter an indirect object, the former a sort of benefactive 
peculiar to Galegan). 

These are some of the questions not addressed in U.' s paper. It is hardly 
necessary to repeat at this point that Galegan definite articles do not share 
the most characteristic property of Galegan stressless pronouns, namely, their 
inability to appear in "phonological phrase initial position" (see in particular 
(17» . 

To sum up this section: 
(1) Under Kayne's assumptions (adopted by U.), stressless pronouns 

NEVER incorporate into the verb, which appears to be true of Galegan, 
contrary to what U. concludes, and there is no reason to believe that 
Galegan determiners do; except in W- structures (in a broad sense) and 
non-finite structures, stressless pronouns NEVER surface right-adjacent 
to the verb. 

(2) Whatever parallelism there is between Galegan structures with pro­
nominal clitics and Galegan structures with article clitics, such as those 
exemplified in (1 b) and (2), it is confined to a subset of the subset of 
structures which undergo 1- to-E movement and meet a phonological re­
quirement (the phoneme left-adjacent to the article must be lsi or Irl 
-we return to this), among other conditions. Typically, the host of the 
article clitic is not the host of the pronoun clitic(s) even when there is no 
Clitic Climbing (cf. (24). 

(3) Galegan article clitics are inmune to the requirement(s) respon­
sible for I-to-E movement, the most characteristic property of Galegan 
stressless pronouns.27 

3. IMPLICATIONS 

In the preceding section it has been shown that the Galegan evidence leaves 

little doubt that the process of encliticization (attachment of a prosodically 
dependent element to the end of a string-adjacent word), found also in 
English (Solomon (1992) and references therein), is not to be identified 
with the syntactic process which is sometimes misleadingly referred to as 



314 CARLOS P. OTERO 

"clitic placement." In the next two subsections we turn to some of the impli­
cations of this and related findings. 

3.1 Precompilation 

It has recently been argued that phrasal PF rules, like rules that apply within 
words, 

originate phonetically, crystallize into categorial postlexical rules, ac­
quire exceptions and irregularities, and at some crucial stage restruc­
ture as lexical rules-that is, as precompiled. Later, through leveling 
and other processes, they die out. The gradual death of precompiled 
rules can be seen in progress in the case of French liaison and the 
Celtic mutations. (Hayes (1990:105» 

Or, we might add, in the case of Galegan article encliticization, as we will see 
next. 

It is standardly assumed (Alvarez Blanco (1983), Alvarez et ai. (1986), p. 
136) that the regular forms of the definite article in Galegan are those in 
(26), where the lsi within parentheses indicates plurality (the pronoun clitics 
happen to be each phonetically indistiguishable from the definite article 
with identical o-features, in contrast with their Spanish counterparts): 

(26) Masculine Feminine 
o(s) 'the-MASC' a(s) 'the-FEM' 

The only question that may be still open to debate is whether this is the only 
paradigm within the core phonology of Galegan, as I'm going to suggest. It 
is true that in some contexts the articles seem to take a different shape, as 
some of the examples that we have seen show. It may be helpful to display in 
full here a representative verbal subparadigm (the preterite indicative forms, 
each in "symbiosis" with the masculine singular clitic- the infinitive is comer 

'to eat'; the stem, com-e): 

(27) Singular Plural (Form without pronoun clitic) 
I comino comemolo (=cominl comemos) 

II comichelo comestedelo (=comichesl comestedes) 
III comeuno comerono (=comeu/comeron) 

Interestingly, in the case of definite article encliticization this subparadigm 
is narrowed down to half of the affixes (all and only those ending in lsi), 
another difference between pronouns and definite articles: 
(28) Sing. PI. (Mfix without clitic) (Example) 

I .. molo (=mos) (comemolo caldo) 
II .. .10 .. delo (=s/des) (comelo caldo) 

III 
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Thus, viunos, for example, is the equivalent of either Spanish nos vio 'he/ 
she/it saw us' or Spanish los vio 'he/she/it saw them(MASC)', but there is 
no *viunos nenosas an optional alternative to viu os nenos 'he/she/it saw the 
children'. 

To these verbal affix-clitic complexes we have to add the one for the in­
finitive, which again is ... lo (the affix by itself, i.e. without the clitic, is r), as 
in cornelo caldo 'to eat the soup'. 

A similar narrowing down is found in the pronominal paradigm (and for 
the same reasons): 
(29) Sing. Dative Plural (Left clitic alone) 

1 
II 

III 

nolo 
volo 
llelo 

nos 

vos 
lles 

Another difference between pronoun and definite article clitics is that 
only the latter have amalgamated with prepositions that end in /s/ or /r /:28 

(30) delo des 
tralo tras 

polo por 

Although the phonetic forms displayed in (27)-(30) are likely to have 
originally been generated by a phonological rule (responsible also for other 

forms), in present-day Galegan they are not derivable by synchronic rules of 
any generality. Synchronically, they are completely isolated. A rough 
diachronic derivation for those amalgamations that appear to have one is 
sketched in (31) (for a fuller account, see Otero (1971-73) and references 
therein; cf. 2.3 in U.'s paper): 

(31) a. Diachronic rules (rough approximation, disregarding nasalization) 
Rl. Forward spreading 1> n/n __ 

R2. l-Deletion 1> O/V_V 
R3. Backward spreading C > 1/ __ 1 
R4. Degemination CiCi > Ci (Ci={n,l}) 

b. Diachronic derivation of the regular forms 
comolo todolo 
comoo 'I eat it' todoo 'all the' (by R2) 

c. Diachronic derivation of the two types of complex 

Host ending in (i) /s/ (or /r/) (ii) /n/ 
comerlo 

comello 

comelo 

comenlo 

comenno 

comeno 

(by R1) 
(by R3) 

(by R4) 
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It is immediately obvious that the regular forms of the definite article 
could not have been derived by rule in all the environments in which they 
now appear, for example in initial position, where there is no segment (hence 
no vowel) to the left of the article. On the other hand, in environments 
where the rule presumably could have applied (e.g. alo menos in (13c )-see 
his n. 13), it hasn't. A traditional account is that the regular forms devel­
oped in preverbal position in the appropriate environments and then "spread 
to other positions" (Williams (1938), 137.2; cf. Mussafia (1898». This comes 
as no surprise under the assumptions of precompilation theory. 

The diachronic processes just illustrated were synchronic ones eleven 
centuries ago at the very latest, that is, they appear to be just as old as the 
county of Portugal, the remotest ancestor of the kingdom of Portugal, which 
was to be established a quarter of a millennium later (Otero (1971-73), vol. 
2, p. 75; cf. Torrego (1981:120». What is the status of the amalgamated 
forms today? U. sees a "general trend" within Galegan and its sister lan­
guages toward the disappearance of these forms (in his words, the languages 
are "apparently losing the phenomenon of determiner cliticization alto­

gether" (Uriagereka 1991), which is not literally true, but may be reinter­
preted in light ofn. 4 of that paper); we may add that the trend intensifies as 
we move away from the area of greatest historical depth of Galegan Ro­
mance, that is, from Galicia, to the north of Portugal, then to the south of 
Portugal, then to Brazil, for example. In short, "the gradual death of 
precompiled forms can be seen in progress" in the forms at issue, where the 
"moribund precompiled alternations" exemplified above, involving "rather 
haphazard environments that reflect [their] origins in true phrasal phonol­
ogy," became "paradigmatic rules," as in the case ofIrish mutation, French 
liaison, and Italian "articled" prepositions ("preposizioni articolate"). It is 
particularly important for our purposes that "precompiled phonology ap­
pears to be subject to a strict locality requirement: the triggering context for 

a precompiled allomorph must always lie in an adjacent word" (Hayes 
(1990:106); see also Marantz (1989». The absence of any kind of "pied 
piping" in what U.'s calls "determiner incorporation" is consistent with this 

string-adjacency requirement. 
The reference to Italian "articled prepositions" (single word spelling-outs 

of preposition-article amalgams) brings us back to the work by Rizzi referred 

to in 1.2 as an analog of Galegan article encliticization. One of the condi­
tions these "articled prepositions" meet, beyond string-adjacency (see Rizzi 
(1988),2.3), is that they are possible only in the case of monosyllabic prepo­
sitions, but typically not for all of them (other logical possibilities are not 
found, like fra~ ... ,tral, ... , or are now obsolete, like pel/pella, ... ), and when 
they are possible, the precompiled two-constituent-in-one allomorph (a ready­

made spelling-out of the amalgam) can be either inescapable (al, ... , dal, ... , 
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del, ... , nel, ... , sul, ... -cf. a, da, di, in, su) or just optional (con il, ... , in addition 
to precompiled col, ... ). 

The Galegan precompiled allomorphs are, if anything, "messier." 
Unsurprisingly, there is no "articled" equivalent of Italian su~ but there is a 
precompiled form identical to the missing Italian tral, ... (with a very differ­
ent meaning); there is a form, ulo,... (see n. 28), which is no less obsolete 
than Italian pel, ... ; there is a de~ ... , which has little in common with Italian 
dal, ... , or Italian del, ... ; and there is pro(s)/ pra(s) 'for the', a precompiled 
form without an Italian counterpart. The equivalents of Italian del, ... (or 

French du, ... , also inescapable), nel, ... , col, ... , and pel, ... , are do(s)/ da(s), no, ... , 

co, .... , and polo,... (in some dialects, pelo, which alternates with por but de­
rives from per, compounding the messiness). On the other hand, the equiva­
lents ofItalian al, ... (or French au, ... , again inescapable), are o(s)/ des), where 
the accent mark stands for openness (i.e., [+low]), as in phonetic [ko(s)/ 

kd(s)] 'than to (the-MASC/FEM)" which contrasts with [ko(s)/ka(s)] 'that 
the-MASC/FEM', where 'that' is the complementizer. (We return to this.) 
We see, then, that the range of Galegan encliticization is far broader and its 
character is far more haphazard than U. 's presentation (limited to a narrow 
subclass of exemplifications) would lead us to believe, as I emphasized at 
the Workshop. 

I t should perhaps be added that many of these forms depart sharply from 
regularity even in diachronic terms; in fact, even less irregular allomorphs 
than the ones just considered appear to lack phonological motivation. 
Moreover, this is also true of the diachronic process of "progressive" spread­
ing responsible for the change from, e.g., unattested nonlo to unattested 
nonno (by R1 of (31», later degeminated into nono (by R2)-cf. Italian conla 

-> colla).29 

This random irregularity is not to be lost sight of. Recall that a defining 
property of standard "incorporation" is that it is "expressed by (reasonably) 
productive morphology" (Baker (1988:458».30 Interestingly, U. (n. 14 and 
related text) is quick to write off the problem, even if some of the linguistic 
material offered as evidence in the paper can be just as quickly dismissed 
once it is recognized that the appropriate precompiled spelling-out of the 
particular amalgam is not found in the Galegan system. 

The departure from regularity also deprives U.'s assumption that lo(s)/ 

laC s) is the underlying form of the definite article in Galegan of any conceiv­
able motivation. It is abundantly clear that the Galegan "articled" allomor­
phs are not derivable by rules of core phonology. In particular, there is no 
justification anywhere else in the grammar of Galegan for a synchronic ver­
sion of R2 of (31), which would now have to apply in environments other 
than V_V, that is, precisely the environment which is one of the hallmarks 
of Galegan (pao, sair, voar, and so on-cf. Spanish palo, salir, volar). 31 As we 
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have seen, even some of the precompiled allomorphs do not exhibit the 
segment [I] in their surface forms. 

A comparison with Spanish, which once showed a similar kind of 
encliticization (still found on occasion in Spanish folklore), immediately 
shows why the Galegan allomorphs may prove misleading. A systematic dif­
ference between the two languages is that in place of the degemination rule 
of Gal egan (R4 above), in the historical evolution of Spanish we find a pala­
talization process (call it R4'). Compare, for example, Galegan ela 'she', ana 

'year' with Spanish eLa, ana (where L stands for the Spanish lateral palatal), 
from Latin illam, annum Here is a sample derivation, side by side with the 
Galegan one given above: 

(32) a. Galegan 
comerlo 
cornelIo 
comelo 

(by R3) 
(by R4) 

b. Spanish 
comerlo 
cornelIo 
comeLo 

(by R3) 
(by R4') 

In a nutshell: It makes as much sense to say that in cornela the substring 
[ ... lo] is the form of the Galegan definite article (underlying or superficial) 
as it would to say that in corneLo the substring [ ... Lo] , with a palatal lateral, is 
the form of the Spanish definite article. The fact is that either word is mor­
phologically indivisible both for the native speaker and for the linguist (see 
Sapir (1921 :33-4); cf. Di Sciullo & Williams (1987), Spencer (1991: 11.1». It 
cannot be broken up into a verb form and a clitic (contrasting even with, 
say, Gg imonos/Sp vamonos 'let's go', from underlying imos+nos/ vamos+nos by 
s- truncation, where at least -nos may be taken to be a word of the language). 
We return to this indivisibility in the final subsection. 

All these considerations suggest that we are not dealing here with core 
grammar. To this U. responds (in the "Conclusions" ofUriagereka (1991» 
that "whenever we find an odd phenomenon like Determiner Cliticization, 
we face one of two options: either we throw it into the Periphery, or else we 
find a way of integrating it into the Core." My view is quite different. I be­
lieve we face only one option: To discover the truth (or rather, the best 
approximation to the truth available at the current level of understanding) . 
It is also not the case that "peripheric analyses, though often elegant, are 
nevertheless not very illuminating," while "core analyses usually entail stretch­
ing either the data or the grammar, and tend not to be so elegant." I'm 
afraid U. has it backwards (cf. Baker 1991). The term "core grammar" was 
introduced to refer to the system determined "when the parameters of UG 
are fixed in one of the permitted ways," to be contrasted with an actual 
"language" incorporating "a periphery of borrowings, historical residues, 
inventions, and so on," that is, "a periphery of marked elements and con-
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structions" (Chomsky (1981:8)). But perhaps the view of the originator of 
the distinction is clearer in this more recent statement: 

My own feeling, maybe too much to expect people to accept at this point, 
is that there is no real notion of core and periphery. The things we call 
"languages" just aren't languages. The only "real" languages are core lan­
guages. The things in the phenomenal world deviate from anything permit­
ted by the human language faculty, exactly as we would expect; this would 
not be true only if we could find some tribe that is a homogeneous speech 
community, and furthermore, has been so all the way back to Adam and 
Eve. Obviously, there is no such thing. Given the fact that the things we call 
"languages" do not truly merit the name, we try to patch things up by talk­
ing about core and periphery. But it is patchwork. With more scientific 
sophistication, we'd give it all up. (Letter of 3 Feb 1989) 

To summarize: Galegan definite article encliticization is indeed "an odd 
phenomenon" and there appears to be no "way of integrating it into the 
core," let alone into the syntactic system in a narrow sense. There is little 
doubt that we are not dealing here with core phenomena (typically, with 
some elements the ready-made form is obligatory, with others optional, and 
with still others impossible). Rather, it seems reasonable to assume that the 
child who comes to master present-day Galegan learns the precompiled two­

constituents-in-one allomorphs along with the rest of the vocabulary, a task 
not to be confused with the process of narrowing down the possibilities made 
available by the language faculty, that is to say, the process of constructing 
what from the linguist's viewpoint is a core grammar (cf. Borer (1984:29), 
Lightfoot (1991)). 

3.2 Word insertion 

It was mentioned above that words such as Galegan cornelo or Old Spanish 
corneLo (Modern Sp comerlo, with 10 a phonological clitic on comer) are mor­
phologically indivisible for the native speaker and for the linguist (cf. Beninca 
& Cinque (1990)). They cannot be broken into corne plus 10/ Lo nor into 
cornell corneL plus o. The indivisibility is even more obvious in the case of 
Galegan 0, ... , for apparently nonexistent (in normal speech) ao, ... , 'to the­
MASC/FEM', co, ... , for cao, ... , 'than-to-(the-MASC/FEM)', and so on. No 
less indivisible are virnolos and cos, as in (24), repeated here as (24') :32 

(24') a. Dixo que vimolos pallasos chegar (cf. U.'s (18b)=(6a) above) 

[ep QUE [IP VIMOS [IP[OS PALLASOS CHEGAR]]]] 
b. Dixo cos vimos chegar 

[ep QUE [IP OS VIM OS [IP[ tos CHEGAR]]]] 
'he/she said that we saw the clowns (them) arrive' 
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It is immediately obvious that the phonological Spelling Out of abstract 
complexes such as VIMOS+OS (in the case at hand, the morphologically 
indivisible phonological word vimolos) or QUE+OS (ultimately the indivis­
ible word cos) cannot be inserted at the level of the derivation correspond­
ing to the bracketed structures in (24') (a fortiori, at an earlier level), one of 
the claims of Otero (1976); see also den Besten (1976». Such words can 
only be inserted after the prosodically dependent element lacking a metri­
cal structure of its own becomes part of the string-adjacent head to its left. It 
is well known that such mismatches between phonological representations 
and initial syntactic representations are not confined to a small domain of 
morphology in Galegan; they are rampant in natural language. Phonologi­
cal cliticization, which is typically characterized by just such a mismatch, is 
known to occur in many languages. The "articled" prepositions du and au 
in French, mentioned in 3.1, are just among the most widely known cases 
(cE. Marantz (1989». A ready- made spelling-out of a sequence ofunderly­
ing syntactic elements such as du or au is clearly a single phonological con­
stituent, yet there is no reason to assume that the initial syntactic structure is 
any different from a case where the amalgamation has not taken place, such 
as de la, a la; both de la and du, like other "articled prepositions," presumably 
have the following initial syntactic structure: 

(33) Initial syntactic structure of du/ au: [pp P [DP Art ... 

It is clear that in (24'), as in the case of du/ au, the phonological structure 
is mismatched with the initial syntactic structure (cf. Chomsky & Halle 
1968:8.6.2). It is not a startling conclusion that Galegan is one of the lan­
guages in which such mismatches occur. We have then additional evidence 
for the hypothesis that initial syntactic structure and phonological structure 
are not isomorphic. The obvious solution to this apparent "bracketing para­
dox" is that "there are two levels of representation for words, one level at 
which phonological considerations must be satisfied, and one at which syn­
tactic considerations must be satisfied" (Sproat (1985a:186-7); cE. Spencer 
(1991: ch. 10), Cohn (1989), Berendsen (1986». 

From this it is a short step to a theoretical conclusion that is very different 
from the one drawn by U. from the Galegan evidence, namely, that "'lexical 
insertion' is actually two processes," the second one being "post-syntactic 
phonological instan tiation of abstract markers ... " (Hayes (1990:91», a pro­
cess which may involve the selection of the appropriate allomorph (possibly 
a ready-made spelling-out of a sequence of two initially non-immediate syn­
tactic constituents). What is crucial is that these ready-made speIling-outs 
are precompiled in the "dictionary" or "paradigmatic system" (not to be 
identified with the "lexicon" in the sense of the system which specifies the 
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abstract structure of each lexical item and is presumably essentially identi­
cal for all languages-Chomsky (1982:31); cf. Spencer (1991:47».33 

This is not only consistent with the framework of Chomsky (1989, 1992), 
but seemingly desirable. In an "economy" theory, some abstract complexes, 
instantiated in phonological words (possibly morphologically indivisible), 
may be formed by head movement from elements (including abstract ele­
ments sometimes referred to as (syntactic) "affixes") that originate far apart 
in underlying structure and often do not correspond to independently 
insertable elements (Chomsky (1965:4.2.2)-cf. Chomsky (1955, 47), Siegel 
(1974: 13f.), Spencer (1991, ch. 2»; on the other hand, all that has to be in 
underlying structure in such a theory is enough to determine the phrase 
structure and such syntactically relevant features as f-features (the same set 
being found in all languages ), a conclusion perhaps not uncongenial to U. 
(cf. Uriagereka (1991), n. 20). This move towards essentially universal un­
derlying structure (cf. now Kayne (1993b), Chomsky (1994» appears to be 
in line with the intuition that, abstracting away from language-particular 
vocabularies (which often include precompiled allomorphs), there is only 
one language-as the evolutionary biologist would expect. 

If something along these lines is correct, there is little reason to suppose 
that the phonological instantiations of syntactic constituents (including 
precompiled one-word amalgams of sequences of two syntactic elements) 
are inserted in initial structures, as was generally assumed until 1992. This 
brings back the possibility of a theory in which "only abstract features are 
generated in the base (which is now limited to the categorial component 
[read: the X-bar module-see now Chomsky (1994)]) in positions to be 
filled by lexical items" (Chomsky & Lasnik (1977:n. 18» .34 In this light it is 
quite astonishing to discover that the very data that first suggested the re­
duction of the "base" to an essentially universal categorial component de­
fined by X-bar theory, in part because of the remoteness of the phenomena 
from underlying structure, came to suggest a major process of core gram­
mar more than a decade later. 

4. CONCLUSION 

U. offers two kinds of evidence in support of his analysis of definite article 
encliticization in Galegan as "determiner incorporation," not to be confused 
with standard incorporation (Baker 1988). Both kinds are not compelling 
(under the widespread assumption that "government," or whatever takes its 
place in current theories, plays a role in the PF component). 

U. himself recognizes three major differences between definite article 
encliticization and pronoun encliticization: (1) Only definite articles do not 
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encliticize obligatorily, (2) only definite articles may never encliticize into a 
non-adjacent host (in particular, they never "climb"), and (3) only a definite 
article may encliticize from a certain type of "adjunct" phrase (cf. Larson 
(1990:591-2)) into a string-adjacent host. The three differences are consis­
tent with the assumption that definite article encliticization is not to be iden­
tified with PCG or so-called "clitic placement." On the other hand, each 
raises serious difficulties for U.'s proposal. 

There is much additional evidence against U.'s analysis, as argued in Sec­
tions 2 and 3: 

(1) Under Kayne's assumptions (adopted by U.), stressless pronouns 
NEVER incorporate into a verb, which appears to be true of Galegan, 
contrary to what U. concludes, and there is no reason to believe that 
Galegan determiners do; except in non-finite V- clitic structures and W­
structures (in a broad sense), stressless pronouns NEVER surface right­
adjacent to the verb. 

(2) Whatever parallelism there is between Galegan structures with pro­
nominal clitics and structures with article clitics, such as those exempli­
fied in (1 b) and (2), it is confined to a subset of the subset of structures in 
which the verb moves past the clitic (including non-infinite structures 
and W-structures). Typically, the host of the determiner clitic is not the 
host of the pronoun clitic(s) even when there is no "Clitic Climbing" (cf. 
(24)) . 

(3) Galegan definite article clitics are inmune to the leftward 
cliticization restriction that triggers I-to-E movement (''Wackernagel's law 
of enclisis"), the most characteristic property of Galegan stressless 
(prosodically dependent) pronouns. 

(4) The single word allomorph (realization of a sequence of two syn­
tactic elements) that is part and parcel of structures with encliticized defi­
nite articles (characterized by U. as "an odd phenomenon") can be natu­
rally subsumed under the theory of precompilation (Hayes 1990), which 
is definitely not part of the theory of core grammar. It seems reasonable 
to assume that the child who comes to master present-day Galegan learns 
the precompiled allomorphs (ready-made words) along with the rest of 
the vocabulary. 

Finally, even though "the consequences [to be extracted] from this phe­
nomenon for the larger picture" are not the ones suggested by U., we can 
extract consequences from it that do appear to have theoretical implica­
tions. If something along the lines sketched in 3.2 is correct, there is little 
reason to suppose that the phonological instantiations of lexical units (in­
cluding precompiled allomorphs) are inserted in initial structures, which 
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again leads to a theory in which "only abstract features are generated in the 
base (which is now limited to the categorial component) in positions to be 
filled by [phonological instantiations of] lexical items" (Chomsky & Lasnik 
(1977:n.18». 

NOTES 

*1 am indebted to several participants of the Princeton Second Workshop on Com­
parative Grammar (April 1989) for their comments, in particular to Robert Freidin 
(who to begin with made it all possible) ,Joseph Aoun, Luigi Burzio, Richard Kayne, 
Howard Lasnik, Carlos Quicoli and Luigi Rizzi. 

[Added in March 1993: This paper, which is essentially an expanded version of 
the one I presented (only in part, because of limitations of time) at the 1989 Work­
shop, was originally written in September 1991 as a commentary on the first four 
versions ofUriagereka's paper, with special attention to (what I took to be) the final 
version, completed inJune 1991. The analysis he sketches in the fifth version (com­
pleted in May 1992), converges to some extent with the analysis sketched in my 
commentary, an encouraging sign. Since this convergence appears to be of interest 
in itself in the present context, I have refrained from introducing substantial changes 
in this updated revision. I did introduce some modifications and some additional 
examples to make things clearer or improve readability, added some footnotes relat­
ing my commentary to the fifth version of his paper, and included references to 
work unavailable to me in 1991. On the other hand, I deleted the opening (and a 
few other incidental remarks), which no longer seemed to me necessary and appro­
priate. I am indebted to Bruce Hayes and in particular to Robert Freidin for their 
comments on my first version. I am also indebted to Freidin for a copy of Pilar 
Barbosa's paper (and to Richard Kayne for bringing it to my attention), to Marfa 
Luisa Zubizarreta for a handout of her recent lecture at UCLA and some related 
clarifications (and for a copy of the manuscript oflan Roberts' book), to Guglielmo 
Cinque for copies of Paola Beninca's paper and of the paper they coauthored, to 
Steve Anderson for an electronic copy, sent in the nick of time, of his recent paper, 
to Claudia Parodi and to Tim Stowell for copies of four recent papers and a draft of 
a chapter of a dissertation, and to Chang Soo Lee for promptly sending me copies of 
several articles.] 

1 I may perhaps be forgiven for finding it difficult to give up the term "Galegan," 
which I have used for many years in lectures and publications, like other students of 
the language (the most recent example that comes to mind is Campos 1989). The 
term "Galician" is sometimes reserved (as below, note 16) for a hypothesized ances­
tor of both Galegan and Asturian or Astur-Leonese (possibly also Castilian, as dis­
tinct from the Romance spoken to the south of Old Castile). See Otero (1971-73), 
and references therein. 
2 For U. the process involved is not to be identified with the type of "incorporation" 
(Xo movement) extensively studied in recent years (notably in Baker 1988 and refer­
ences therein). In his 1988 dissertation he draws a distinction between two types of 
"incorporation," "morphological" and "syntactic" (cf. Sportiche (1993),6.3.2), which 
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he now calls "lexical" and "functional" (adopting the terminology of Baker & Hale 
(1990) ), and takes what he calls "determiner incorporation" to be an instance of the 
latter type (n. 26 and related text). As we will see, what he calls "determiner incorpo­
ration" crucially requires a string-adjacent host to the left (not a sufficient condition, 
however, as U.'s paper makes abundantly clear). 
3 Now he also notes (n. 20) that there is a tradition which "questions extraction from 
nominals altogether. " 
4 Rizzi refers to two early studies "on the relevance of subjacency (or of an analogous 
principle of locality) for the morphological and phonological processes," Dell & 
Selkirk (1978) and Siegel (1978). 
5 Compare the parallel English example (i) 

(i) I believe him to be crazy 
where him optionally encliticizes onto the matrix verb, in contrast with (ii) 

(ii) I believe he is crazy 
where he cannot (Solomon 1992:24). 

6 Selkirk (1984) and Berendsen (1986) had proposed that English pronouns c1iticize 
onto c-commanding verbs and prepositions; Solomon (1992) argues that the rel­
evant condition is government. 
7 The questions raised by a reformulation in terms of the system without govern­
ment of Chomsky (1992) are beyond the scope of this paper. Suffice it to say that it 
does not seem to pose unsurmountable difficulties in terms of an extension of the 
head-complement relation (or perhapsjust c-command-cf. Kayne (1993b) and the 
preceding note) plus string-adjacency. 
8 As pointed out by Cinque and Kayne, structures of the form P-XP, where XP is a 
relativized phrase, as in (i), were problematic for Rizzi (1990:36, n.8), that is, pos­
sible subjacency violations, under the assumption that the structure for relative clauses 
is (ii): 

(i) Na mesa que fixeches [!:.!!...!! ->!ill] 
'in the table that you made' 

(ii) en [NP [NP a mesa [5' que fixeches]] 

However, they are not problematic for a structure such as (iii), an analysis which we 
may take to provide additional evidence for the DP hypothesis: 

(iii) en [[oP a] [NP mesa [ep que fixeches]] 

9 It goes without saying that I'm not addressing the question of the existence of 
standard determiner incorporation as a grammatical process (d. Baker & Hale (1990), 
Grimshaw (1991), Koopman (1991, 1992), Kayne (1993a». My only concern here is 
U.'s claim that Galegan article c1iticization and unstressed pronoun "movement" are 
special cases of PCG, that is, one and the same process. 
10 As in (6b) and (7b), a process is disallowed here: The preposition cannot be 
"articled" ("articolata"). There are apparently speakers who do not find the starred 
examples and similar ones (" ... col Trovatore," " ... col Cavaliere della rosa," " ... colle 
Nozze di Fi~aro") "really terrible" (Pier Marco Bertinetto, p.c.). 
11 The desirability of a synthesis of the two approaches, usually taken to be incompat­
ible, is at the root of Sportiche (1992a,b), a study of c1itic constructions which can 
hardly be ignored (d. Kayne (1993b), n. 58). 
12 In another paper of the same vintage (Uriagereka 1992c), U. specifically mentions 
(n. 2), "apart from Strozer's [1976] and Rivas's [1977]" dissertations, the base-gen-
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eration analyses of Aoun (1981),jaeggli (1982), Bouchard (1982), Borer (1984), 
Hurtado (1985), and Burzio (1986) "-to which at least Sportiche (1983) may be 
added-, and refers to Roberge (1990) as "a recent analysis which still keeps a base­
generated approach. " He also includes Sportiche (1992) among his references. 
13 Cf. Sportiche (1983: 196f.) , where it is argued that the relation between a clitic and 
its associated silent category can not be A-binding and that, at least in some cases, 
cannot be A'-binding either. 
14 Kayne places Galegan in a class of "mixed languages" (note 59), without further 
elaboration. 
15 These are of course pre-PF forms. If the first were viable, it would emerge from 
the PF component as (i), which is ill-formed: 

(i) *Temos co comer 

In the (b) example, ... com(!fO ... would emerge as ... comelo. 
16 Some (but only some) of the paradigmatic examples ofthis syntax are well known. 
The seminal observation within Romance scholarship goes back to at least Tobler 
(1875) on Old French, which is extended to Old Italian in Mussafia (1886). But 
Meyer-Lubke (1897), the first study of the equivalent constructions in Old Portu­
guese-see also Meyer-Lubke (1890-1902), vol. III-, written in the wake of 
Wackernagel (1892), sheds more light on the problem (cf. Mussaffia (1898)) than 
the much touted 'Tobler-Mussafia law" (Schiaffini 1954, Ulleland 1960)-dearly a 
misnomer in more than one respect-, which is still invoked sometimes in recent 
generative work. Other relevant studies in this tradition are Staaff (1906) and 
Menendez Pidal (1944-46, first published in 1908) on Old Spanish, Sorrento 
(1950:139-201) on Italian and Sicilian, and Mariz de Padua (1960) and Ogando (1980) 
on Old Galegan. Perhaps the first book-length monograph is Ramsden (1963), which 
begins with an overview of "the most important attempts" in the "study of weak­
pronoun position in the medieval Romance languages" from the first "serious" one 
in the early 19th century to the 1940s (cf. Wanner (1987)). More recent studies are 
Alvarez Blanco (1980)-closely followed by Alvarez et al. (1986); see also Carballo 
Calero (l979:283f.)-, Prieto (1986) and Campos (1989) on Galegan and Rouveret 
(1988, Sect. 6.2.3) on Portuguese, Rivero (1986, 1991), Granberg (1988) and Wan­
ner (1991) on Old Spanish, Adams (1987, 1988) and Roberts (1993) on French, and 
Beninca (1992) on several Medieval Romance dialects, including Galegan, Catalan, 
Old French, and Northern and Southern Italian dialects. (Isolated illustrations of 
the 'Tobler-Mussafia law," from a diversity of Romance languages, such as those in­
cluded in Uriagereka (1991), (16) and n. 2, from Leonese-like Galegan, a dialect 
of Galician, diachronically-, Gascon, and Provencal, may be found in college an­
thologies.) 
17 It is a widespread belief (shared by Kayne (1990) and by Beninca (1992), among 
many others) that finite ver1:rclitic structures are possible only or mainly in root 
contexts. We return to the topic (see in particular note 24.) 
18 Such interest is not limited to the study of clitics (see Otero 1988 and references 
therein). 
19 A slightly more recent attempt is Barbosa (1991), written just a few months later, a 
very enlightening discussion which converges in part with Otero (1991) (in particu­
lar, both papers conclude that some preverbal subjects are outside the highest IP­
like phrase), although the two papers differ in a number of important respects. Cf. 
below, note 24. 
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20 This is hardly in doubt (see n. 32). In this case, it is not lo-comas (as in modern 
Spanish) but non-lo comas, as in the Galegan equivalent nona comas, nona being the 
residue of two phonological processes (nasal spreading and degemination) that were 
still part of the synchronic grammar of Galegan over a thousand years ago (see be­
low). 
21 As is well known, a ditic is a prosodically dependent form, lacking its own metrical 
structure. 
22 It is noteworthy that the rising intonation of Spanish contrasts with the "reversed­
S" falling intonation which is so characteristic of American English (Delattre 1965:23f.) 
and that Spanish speakers find Galegan intonation to differ sharply from theirs. Cf. 
Prieto (1971). 
23 And perhaps also in Italian (Kayne (1991), n. 3) and in French (Sportiche, p.c.). 
This is not a generally accepted view, however (cf., e.g., Zanuttini (1991». 
24 It need not be an absolute sentence initial position, just the initial position of a 
phonological phrase, as the following examples show: 

(i) a. Os nenos virono (cf. * ... 0 viron) 
b. Dixo que os nenos virono (cf. * ... 0 viron) 

'(he/ she said that) the children saw him/it' 

As is immediately obvious, there is no asymmetry between nonembedded and em­
bedded structures. It would then appear that it is hopeless to try to assimilate or 
reduce W-structures to so-called V2-structures (i.e. 12-structures, in the analysis of 
Chomsky 1986), contrary to a widespread and widely shared belief (from Wackernagel 
(1892) to Beninca (1992) and Fontana (1993», or to assimilate I2-structures to W­
structures, as attempted in Anderson (1993). (As Anderson notes, Islandic and Yid­
dish are generally taken to be "SVO" languages; cf. Iatridou & Kroch (1992), Smier 
(1993), and references therein.) Perhaps it should be added here for the record 
that when he was at MIT and about to finish his celebrated paper on what in current 
terms is I-to-C, first circulated in the early Spring of 1977 (a m<lJor attempt to im­
prove on Emonds' theory of root transformations), Hans den Besten, after briefly 
examining a few relevant Galegan examples I provided, immediately dismissed the 
possibility of assimilating what I'm calling W-structures to I2-structures. 

What the Galegan data suggest is that in Galegan (and perhaps other Romance 
languages, a theme beyond the scope of this paper-see Otero 1991) some preverbal 
subjects are outside the highest minimal IP-type phrase (cf. Koopman & Sportiche 
(1991) ), that is, outside EP in terms of the proposal in this section (cf. Raposo & 
Uriagereka (1992». The only preverbal subjects that are not outside ofEP in Galegan 
(and perhaps Spanish and other Romance languages) are those which involve a 
focalization operator (see Chomsky (1980: 166f.), Rochemont (1986), Kenesei (1993), 
and references therein; cf. Bolinger (1952, 1954a,b), Campos (1989), Campos & 
Zampini (1990), Bini et al. (1992», as in (ii), where the relevant elements are capi­
talized (cf. Larson & Lujan (1992»: 

(ii) a. (So) EU 0 vin (cf. (eu) vino) 
'(Only) I saw him/it' 

b. TODOS 0 viron (cf. *todos virono) 
'All saw him/it' 

Non-focalized preverbal subjects, on the other hand, appear to be outside the mini­
mal EP, perhaps not unlike topics/themes (see Rochemont (1989), Rochemont & 
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Culicover (1990), Lasnik & Saito (1992); cf. Contreras (1991), Goodall (1991a,b), 
Uribe-Etxeberria (1991), Zubizarreta (1992, 1993a), Howard (1993) and other pa­
pers-among which Bordelois (1974) is perhaps the earliest in a generative frame­
work-for Spanish). Hence the interest of the contrast in the following two embed­
ded structures (indicative and subjunctive, respectively), first noted about ten years 
ago (cf. Granberg (1988:48-49)), 

(iii) a. Dixo que os nenos divirtironse na festa (cf.* ... se divirtiron) 
said-3SG that the children amused themselves at the party 

b. Dixo que os nenos se divirtan na festa (cf. *divirtanse) 
said-3SG that the children amuse themselves at the party 

together with the position of the clitics in relative clauses such as 

(iv) Os libros cos nenos lles trouxeron (*trouxeronlles) son bos 
'The books that-the children brought to them are good' 
(cf. Dixo cos nenos trouxeronlles (*lles trouxeron) os libros) 

It is because of these and related facts that the Galegan data under consideration 
are of the greatest interest in the investigation of language theory (in particular, 
theme-rheme PF and LF structures-d. Meredith (1990), Zec & Inkelas (1990), 
Zubizarreta (1993b)), if Otero (1991) is on the right track. 
25 Note that this suggests that the verb and the clitic or clitic cluster are not yet part 
of the same head, something easier to accommodate in the analysis of Sportiche 
(1992a, b) or Kayne (1993b) than in alternative analyses. 
26 A striking difference between the current (May 1992) version of U.'s paper and 
the first three versions (Uriagereka (1989a,b,c), (1990), (1991)) is that now a func­
tional phrase between CP and IP that he refers to as a "focus phrase" (FP)-an im­
proved variant of the proposals in Prieto (1986) for Galegan and Campos (1986) for 
Spanish (see also Eguzkitza (1986)), traceable back to at least Kiss (1977, 1981a,b) 
and Horvath (1981, 1986)-plays an important role in the analysis (cf. Uriagereka 
(1992a,b)). The tree in (46), the only one including an FP, suggests that this FP 
differs in several crucial respects from Laka's ~P, from which my EP derives. For one 
thing, it apparently is not meant as the position for afirmation/negation elements, a 
non-trivial matter (in afirmation/negation structures the surface parallelism at issue 
is never found-cf. Kayne (1993a), n. 36) which U. has never addressed. He also 
disregards preverbal focalization structures-where the surface parallelism is also 
disallowed-, which are just as crucial as affirmation/ negation structures for a proper 
understanding of the syntax of Galegan clitic constructions (see note 24). 

The new analysis, as the earlier ones, crucially does not provide for separate treat­
ment of infinitive structures and of W-structures (recall that only in a subset of V­
Clitic structures is the surface parallelism at issue sometimes possible), which re­
quire a longer derivation than Clitic-V structures. It also raises some questions al­
ready raised by the earlier analyses (for example, nothing is said about negated struc­
tures, which any true account of structures with clitics must address). Notice also 
that the indirect-object clitic is adjoined TO THE RIGHT of F directly, at one fell 
swoop (an unusual move, inconsistent both with Kayne's exclusion of syntactic right­
adjunction as a matter of principle and with a minimalist program). 
27 In the light of these considerations, the closing of the current version of the paper 
comes as a surprise. U. writes that if his analysis "is to be rejected, we still must 
pursue the issue of whether determiners incorporate-if they do not, the DP hy-
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pothesis would be seriously questioned." The logic of this conclusion is not immedi­
atelyobvious. It is not that there are no alternatives to U.'s assumptions. One such 
alternative is found in Sportiche's recent work (1992a,b; 1993), first presented at 
GLOW in April 1992, clearly not in conflict with the DP hypothesis (cf. n. 12 above). 
Perhaps it should be added here that U. 's reference, in the first paragraph, to the 
intuition behind an idea that "goes back to Postal (1966), who specifically argued for 
so-called pronouns being nothing but a 'determiner + one' (that is, he = the one)," 
is somewhat misleading, as made clear in Koopman (1993), where it is argued that 
English pronouns (the only ones analyzed in Postal's paper) are NPs, in contrast 
with Norwegian pronouns (which she claims to be Ns) and French and other Ro­
mance pronouns (which she, like many other contemporary linguists, takes to be 
Ds). Recall that in his last paragraph Postal "conclude[s] by observing that an analy­
sis like that proposed here for English is to me even more obvious for languages like 
German and Spanish .. ." 
28 The old form ulo, from ub-lo, is parallel in evolution to Jabla:re > Jallare > Jalare > 
Jalar'to speak'. 
29 Cf. Williams (1938), a serious study of the topic, in particular §§137.4 and 143.4. 
30 This of course does not mean the same in, say, noun incorporation in the Iroquoian 
languages, in which the majority of nouns can incorporate, and anti passive in 
Chamorro, which has only one antipassive morpheme (Baker (1988:141)). 
31 A hallmark, incidentally, not unrelated to the origin of Galegan in the northwest 
of Roman Hispania, north of Lusitania. See Otero (1971-73), vol. 2, in particular p. 
68, vol. 1, maps 1-8, and references therein; cf. Maia (1986). In light of this, taking 
Galegan to be "a dialect of European Portuguese" (Raposo & Uriagereka (1990), n. 
2) is not unlike taking European Portuguese to be a dialect of Brazilian. One is 
reminded of the well-known quip that a language is a dialect with an army and a 
navy, which is often heard in introductory courses to linguistics. 
32 Surprisingly, for U. it is not obviously the case that in Galegan "clitics can be hosted 
by a complementizer" (1991, n. 2), as it is in "some (particularly older) Romance 
dialects." This is hardly open to question. Perhaps the clearest piece of evidence is 
that an apocopation rule that deletes word final [e] if preceded by a single conso­
nant (a resonant or dental spirant) applies to the word that embodies the stressless 
pronoun. Thus, in (i) this rule applies twice, yielding the phonetic string corre­
sponding to (ii): 

(i) Dixole que Ie fablara 

(ii) Dixol que I fablara 
said-3sg-to-him/her that-to-him/her spoke-3sg 
'he/she told him/her that he/she spoke to him/her' 

This particular kind of evidence is not available in Galegan, for obvious reasons 
(see Otero (1984)), but the fact that Galegan does not differ on this from 13th 
century Spanish is a standard assumption, with which U.'s statement is at odds. 
33 The "objective conjugation" of traditional grammar (Llorente & Mondejar (1972)) 
may perhaps be reinterpreted as part of the "paradigmatic system" rather than as a 
substitute for the syntactic ("syntagmatic") derivation. Compare the "two parts" ofa 
derivation in Chomsky (1955:73-4), "the first leading from Sentence to terminal 
strings, the second from string of words to strings of [phones]." 
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34 See also Chomsky (1979:174), recorded in Jan 1976; Koster (1978:33,1993); 
Chomsky (1980:277); Piera (1983). Cf. now Anderson (1992:90f.) ;Jackendoff (1994). 
Some recent ideas (e.g. the "mirror principle") and syntactic terms (e.g. "affix") 
would have to be reinterpreted accordingly. 

The move in this direction of the new "minimalist program" outlined in Chomsky 
(1992), where post-syntactic Spell Out involves just feature checking, goes a step 
further than earlier proposals in that the point of Spell Out is parameterized, a sub­
stantial improvement, it would appear. It should be kept in mind that by "lexical 
item," Chomsky means "nothing more than a feature complex, and there are some 
feature complexes without much content, for example AGR" (p.c., Sep 1, 1993; cf. 
Chomsky & Lasnik (1991), section 2). 

A natural interpretation of the system outlined in Chomsky (1992) appears to be 
that it consists of two interacting representational-computational systems (though of 
a quite different computational character): A "syntax" (including the "syntax" ofLF 
and PF), possibly developed in terms of syntacticfeatures (Chomsky (1965:79f., 164f.); 
cf. Wu (1993a,b, 1994)), which presumably is (virtually) the same for all languages, 
and a parameterized "morphology" (in the sense ofa "syntagmatic (sub)grammar" 
and a "paradigmatic (sub)grammar," respectively-cf. Otero (1976, 1983), Bonet 
(1991), Harris (1993)). The present paper provides additional evidence that the 
"phonological words" generated by the "morphology" or "paradigmatic grammar" 
need not correspond one-to-one to the initial units of the "syntactic" or "syntagmatic" 
structure even in non-polysyn thetic languages (cf. Chomsky (1982:97)). 
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A BRIEF RESPONSE' 

It probably is uncontroversial that the determiner cliticization paradigm 
discussed in this chapter obeys some locality restriction in terms of govern­
ment (or a similar notion). Whether the locality condition is syntactic or 
phonological in nature may be an open question, but I have nothing to say 
about the second possibility. 

Uriagereka (1988, 1993) is concerned with local relations. In that con­
text, it is interesting to look at the syntax of heads/dependents, and a natu­
ral question emerges: can we conceive the head/dependent relation-for 
instance, that between V and D-in terms of incorporation? Although the 
matter of determiner cliticization has potential consequences beyond. or 
besides this question, it is this question that I have been concerned with. It is 
perfectly possible that the Galician (or Older Romance) paradigm is not a 
good exemplification of this process. In fact, it might even be even true that 
this is not a core phenomenon, and the Galician child does learn precompiled 
two-constituents-in-one allomorphs along with the rest of the vocabulary. If 
so, if we are interested in the matter of the relation between heads and 
dependents, we have to look elsewhere.2 

But suppose (for the sake of argument) that one can clean the relevant 
evidence and that the phenomenon under discussion has standard syntactic 
properties. Ifthis is the guiding intuition, we expect certain consequences. 
For instance, if determiner cliticization feeds other instances of Move O~, it 
would not be surprising if certain opaque domains could become transpar­
ent as a result of moving their head upwards (see e.g. Chomsky (1986:70). 
The examples in 3.1 are then of theoretical relevance.3 Likewise, we may 
expect determiner cliticization in a restricted set of syntactic environments 
(a matter discussed in 2.4), precisely those where, say, the ECP is satisfied. 4 

Finally, we may expect differences with respect to standard phonological 
cliticizations. In this respect, for instance, it strikes me as significant that 
while the examples from the Old Galician-Portuguese dialect that I report 
in (4) are well-known from the texts, similar modern Galician examples in­
volving incorporations to adjectives, nouns, names, and so forth, are en­
tirely impossible. 

We can first chose to be moved by these facts or not. Second, assuming 
that the facts lead to a syntactic interpretation, we can then chose to inter­
pret them in terms of argument substitution (as in Uriagereka (1988, 1993); 
see 4.3 and fn. 23), or in other terms. In this chapter I did not take a strong 
position on this because I do not know what is the ultimate interpretation 
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that one should give to the syntactic facts, nor do I think that it matters for 
present purposes. 

But again for the sake of argument, suppose we interpreted the facts in 
terms of argument substitution at LF.5 The intuition here is nothing but a 
syntactic instanciation of Stowell's (1981) co-indexation mechanism between 
roles and arguments, perhaps in the more explicit terms discussed in 
Jackendoff (1987). Suppose we assume (with Chomsky (1992» that indices 
do not have a place in the grammar, for they merely mark relations. Then 
we have to reinterpret the dependency between, say, ~ and the man in 
some syntactic way. The determiner carries the phi features of the nominal 
expression, and possibly even the referential features-so it is in effect an 
indexical.6 We may then think of determiner incorporation as setting the 
value of a thematic feature in a given way, where quite literally the incorpo­
rated determiner i§ the value for the thematic feature in the thematic bearer. 

If things work this way, we have to consider a number of interesting ques­
tions. For instance: why is it that just one determiner incorporates overtly 
and not two or more? This must relate to why determiner cliticization is not 
analogous to clitic placement in all respects, a matter I addressed in 4.2. 
Suppose the solution I proposed is right: the reason the determiner does 
not move out of the immediate government domain of the associated NP is 
because it needs to transmit morphological Case when the NP is overt, but 
not when it is lllQ (as in special cliticization). Then we do not expect two or 
more determiners to cliticize onto a verb: all but one of these determiners 
will not be in the immediate government domain of the associated overt NP. 
This entails that we should never have the equivalent of clitic groups with 
determiner cliticization,just as we should never have standard determiner 
clitic climbing. 

In this respect, each sort of cliticization does differ, as is natural: the model 
I am assuming has no place for construction-specific rules (such as a would­
be rule of clitic placement), and whatever processes we happen to see pat­
terning alike may cease to pattern alike when different principles of gram­
mar are at stake. It is obvious that something i§ different between standard 
(special) cliticization and determiner cliticization, regardless of one's theory. 
In my view, whereas the former involves a determiner introducing a pro NP, 
the latter involves a determiner introducing a regular NP (see Corver and 
Delfitto (1993) for a recent justification of this analysis). And this should in 
principle have consequences, like perhaps the Case theoretic difference I 
mentioned. Or sensitivity to Wackernagel's Law. 

Uriagereka (1992, 1995) suggests rethinking some aspects of Wacker­
nagel's analysis in terms of V movement to a position outside IP, other than 
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Comp. 7 Special elitics themselves move outside IP, in order to license their 
associated pro-following the analysis in Corver and Delfitto (1993). From 
this perspective, as Corver and Delfitto point out, Chomsky's (1992) strat­
egy of procrastination is enough for the standard determiner not to eliticize 
beyond its own independently needed site for eliticization. That is, suppose 
reason R forces the elitic to move to V. That alone will justity a strictly local 
eliticization. If elitic placement (or, in some instances, elimbing) involve 
processes related to the fact that the special elitic introduces prQ while the 
determiner eli tic introduces a standard NP, then we expect the standard 
determiner not to be able to take the same route as the special elitie. Of 
course, a derivation where the determiner did take the route of the special 
elitic to its ultimate site would converge-it simply wouldn't be the most 
economic derivation. 

It is easy to see that this alone takes care of any unjustified movement of 
the determiner elitic beyond reason R (under the assumption that there is 
always another reason for the special elitic to go on moving upwards, like 
Corver and Delfitto's licensing of pro). In other words, where special elitics 
and determiner eli tics start to differ (triggering elitic placement vis-a-vis 
local eliticization) is where they should differ: special elitics have an extra 
reason to go 'higher' than determiner elitics do, assuming it is thus that pro 
licensing proceeds. If so, the fact that definite artieles do not share charac­
teristic properties of special eli tics (their inabili ty to appear in phrase initial 
position or their long-distance placement) is entirely expected. 

Similar issues can be raised about the directionality of eliticization. Al­
though one can assume Kayne's treatment of elitic placement (in terms of 
the ECP), I see no compelling reason why his stipulation that eliticization is 
always to the left of a head is necessary or even desirable. What is crucial for 
the details of Kayne's analysis to work is that eliticization be to some an­
chored position. This limits the elass of potential analyses of en eli sis and 
proelisis-which he specifically analyzes in terms of verb movement. It is 
consistent with this idea, however, that instead of elitics always adjoining to 
the left of heads, they actually adjoin to the right, or even that this matter is 
parametrized depending on values for the head parameter (cf. Uriagereka 
(1988, 1993». This in languages which are head-first presupposes elitic-Iast 
attachments, if the elitic moves via functional incorporation. If on the other 
hand the elitic moves via lexical incorporation (as in instances of affixation) , 
a elitic-first attachment will be possible. This may give us a way of distin­
guishing elitic placement in French and Spanish, among others. And from 
this point of view, I see no reason why the determiner elitic should not be 
able to eliticize to the right of the verb.8 
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The one difference between special clitics and determiner clitics that leaves 
me puzzled was noted in fn. 12. To make this point clearly, suppose that 
determiner cliticization were obligatory. In most instances we could not tell 
whether it has in fact happened, for the morphological changes in the shape 
of the determiner are not obvious. It is misleading to claim that just [s] or 
[r] ending words exhibit the relevant effects; as I said in 2.3, the change in 
the quality of the [n] that precedes a determiner indicates that it too in­
volves cliticization of the determiner.9 The only other consonant which 
Galician words end in is [1], and here too it is not easy to see an effect with a 
determiner which, underlyingly, starts with an [1]. So in fact all possible con­
sonants behave as expected: they are truncated in front of a eliticized deter­
miner. But there is a strange exception: special clitics get a (diachronically 
recent) [n] when they cliticize to a word ending in a glide, while determiner 
elitics do not. 

This fact should be kept in mind when constructing impossible examples 
involving determiner eliticization. For instance, we don't find (1): 

(1) a. *non vos lembrouna sua dor 
'he didn't remind you of his pain' 

b. * non lIes asustouna curuxa 
'the owl didn't frighten them' 

But these are irrelevant once we have established that the determiner (for 
some unknown reason) does not get the [n] that the special elitic does after 
a glide. The relevant examples we should consider are as in (2)-which are 
perfect: 10 

(2) a. non lIes lembrache-la tua dor 
'you didn't remind them of your pain' 

b. non lIes asustade-los anarquistas 
'(you) the anarquists don't frighten them' 

In fact, when possible, determiner cliticization must be obligatory. II We 
are forced into this con elusion in a minimalist system, where different deri­
vations which converge cancel one another, unless their cost is identical. I 
am very skeptical that the cliticized version of, say, (2a) is as costly as a (pos­
sible) non-eliticized version. The latter, obviously, involves one derivational 
step less. Then it must be the case that (2a) and a version without cliticization 
are entirely different derivations. 

There are reasons to think this is the case. A non-cliticized determiner 
yields a focused reading on its associated NP: 

(3) a. A: Bon, po-lo menos non perdemos os da casa ... 
'Well, at least the home team didn't lose' 
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b. A: Bon, po-Io menos non perdemo-Ios da casa ... 
[Same, with cliticization] 

B: E logo perderon os de fora? A: Non, empatamos. 
So the visitors lost? No, we tied. 

The discourse in (3) is well-formed only when (3b) is asked. A presupposi­
tion that someone else lost is involved in (3a), which does not appear in 
(3b). This is what we expect if the direct object is focused in (3a), but not in 
(3b). Assuming that focalization involves some kind ofLF movement of the 
focalized constituent, we do not expect determiner cliticization in these in­
stances, and clearly a different derivation is at stake. 

Determiner cliticization yields a unique aspectual realization: 

(4) a. Tocamos a gaita moitas veces 
Played.we the bag-pipe many times 
'We played the bag-pipe many times in the same occasion.' 

b. Tocamo-Ia gaita moitas veces 
Played.we-the bag-pipe many times 
'We played the bag-pipe many times in different occasions.' 

While (4a) allows (though does not force) multiple sub-events of playing 
within the same occasion, (4b) strongly favors a reading where multiple oc­
casions for the main event are invoked. 12 

One context in which cliticization is clearly necessary is inalienable pos­
session, as in (5):13 

(5) a. Levantamo-Ia man 
'We raised our hand' 

b. Levantamos a man 
'We raised the hand (someone's hand)' 

Inalienably possessed elements cannot be focused in English:14 

(6) AN ARM has the beast broken! 
(cf. The beast has broken an arm) 

The focused version of (6) disallows an inallienable reading. Whatever the 
impossibility of focusing an inallienable possessed element follows from, it 
aligns directly with the obligatoriness of (5a) in the relevant reading. 

Finally, there is at least one other context in which cliticization is impos­
sible, namely when the determiner is quantificational, as in (7): 

(7) a. veremos os/veremo-Ios que chegaron 
'We'll see the ones that have arrived' 

b. veremo os/*veremo-Ios que cheguen 
'We'l! see whatever ones may arrive' 
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The impossibility of (7b) aligns with treating the direct object in this in­
stance as an element that must undergo QR. This would make this example 
similar to (3a), in that a further LF operation is at stake in both instances. 

I believe that a careful analysis of these matters can yield further con­
trasts, but I think that the ones shown are enough to suggest that the phe­
nomenon at stake is not optional, and thus can be naturally explained in 
current syntactic terms. 

NOTES 

1 I thank Carlos Otero, my commentator, for his reaction, and Robert Freidin, Elena 
Herburger, and Richard Kayne for their comments. 
2 Uriagereka (1988, 1993) does look elsewhere, as do others (see the forthcoming 
thesis of Peter Svenonius (UCSC) for a comprehensive presentation of these mat­
ters). 
3 As is standard, I give relative judgements only when necessary. Thus, the marks in 
3.1 are relative to one another, but not across sections. Likewise, in any other article 
I may have written, ajudgement (e.g. a star) is not meant to compare to ajudgement 
here (e.g. question marks)-a point explicitly made in Uriagereka (1988) to avoid 
confusion. That is, anything short of a sentence without any mark is taken to be 
violating something. Parenthesized judgements mean that speakers disagree, which 
again is something I may have found in the course of an investigation (a clear in­
stance of this is (17b), which I suggest correlates with variations injudgements about 
climbing out of inflected infinitivals (fn. 16». 
4 However, recall from 4.3. that the ECP may not be enough. Thus, I take 
complementizers to be able to govern a determiner introducing an NP in the IP 
spec, but according to Alvarez, Regueira, and Monteagudo (1986), the relevant sort 
of cliticization is not acceptable. This makes the modern Galician examples in (3) 
contrast sharply with the sort of examples in (2), of the sort common in many ar­
chaic Romance dialects. (I must apologize to the philologist here, for I am using the 
word 'dialect' in the standard generative sense: every speaker in effect speaks a dia­
lect of Universal Grammar; whether it is philologically proper to talk about Old 
Galician-Portuguese or similar notions is something I have no knowledge of.) 
5 In such a case, we of course have to be concerned with structures which do not have 
the obvious form of semantic arguments. A case in point is coordination, where only 
the determiner of the first conjunct incorporates. Interestingly, this is precisely what 
one would expect in a theory of the sort developed in Munn (1993). The issue is 
this: in instances of unlike-category coordination, a given head is sensitive in terms 
of selection to the first member of a conjunct, not the rest. Given this fact, Munn 
proposes that in a conjunction (for him a Boolean Phrase), the first member of the 
conjunct is the syntactic argument of whatever selects the phrase, while all other 
members of the conjunct are in effect adjuncts in the structure. At Logical Form, 
each of the members of the conjunct enters into an interpretive operation that makes 
it a semantic argument (though it was not the syntactic argument) of the relevant 
head. From this perspective, it is expected that the first determiner should incorpo­
rate. Following Herburger (1993), something similar can be said about generalized 
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quantifiers taking DPs as their first argument, or partitive phrases, and so on. These 
are not trivial from the point of view of Theta-theory, but a solution along these 
lines, looking at Logical Form instead of the overt syntax, seems straightforward. 
6 Maybe quite literally, for instance in terms of a theory like Heim (1982), where 
articles are free variables which get some discourse valuation. 
7 Whether that position is Laka's (1990) sigma or Uriagereka's (1988, 1992) F, or 
whether these two are one and the same is an interesting question that Ana Maria 
Martins addresses in her forthcoming dissertation (University of Lisbon). 
8 Richard Kayne notes that he has recently found generalized special c1iticization to 
the right of verbs, in some Northern Italian dialects. He suggests that there may be a 
functional node the c1itic attaches to (in his terms, leftwards) which is lower than the 
(standard) inflectional node the verb raises to, thereby yielding the observed order. 
Kayne also suggests that the Galician c1itic may actually be targeting this functional 
node-which I think is compatible with everything I had to say here. 
9 For instance, in comeron 0 caido, the final [n] of comeron is not velarized in normal 
speech, unless 0 caldo is focalized (in which case I would assume its determiner is 
not undergoing incorporation-see below). I take this to indicate that there is an [I] 
underlyingly in front of Q, which assimilates to the [n], thus preventing the velarization 
which is otherwise standard in word-final [n] (see (14». 
10 To insist, there is no reason why we should expect the determiner c1itic to appear 
in the same group as the special c1itics-in fact, if anything the opposite is the case, 
given procrastination. It should also be kept in mind that there is no obvious reason 
why the c1itics should form a group either (and in fact they don't in many dialects, 
where 'split' c1iticization is possible); see Uriagereka (1995) on these issues. 
II I thank Richard Kayne for insisting on this point. 
12 Cristina Schmitt notes facts of this sort in her dissertation in progress (UMD), and 
proposes a minimalist analysis in terms of movement to an Aspect phrase. 
13 Thanks to Martin Hayden for raising this issue. 
14 We don't have to front the focused element, though there the judgments are clearer. 
Still, note that with an inallienable reading, it is possible to say John has broken an 
ARM (as opposed to a leg), but notJohn has broken AN ARM. The latter is possible 
only with a standard reading, as in John has broken someone's arm, not someone's 
leg'. 
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JOSEPH AOUN AND YEN-HUI AUDREY U 

TWO CASES OF LOGICAL RElATIONS: 
BOUND PRONOUNS AND ANAPHORIC RElATIONS 

INTRODUCTION* 

The Extended Standard Theory elaborated in Chomsky (1977) and Chomsky 
and Lasnik (1977) postulates the existence of an autonomous interpretive 
level: the Logical Form (LF) component Representations at this level are 
derived from S-Structure representations via transformations (see May 
(1977». These representations represent the structural meaning of a sen­
tence and abstract away from other aspects of meaning such as word mean­
ing or pragmatics: 

I. D-Structure -<move 0.>- S-Structure -<move a.~ LF-Structure 

The organization of grammar illustrated in (I) has often been challenged. 
With respect to LF per se, alternative generative models have been devised, 
which challenge the existence ofLF as an autonomous component or the 
transformational mapping between S-Structure and LF. In this paper, we 
discuss two cases oflogical relations in so far as they bear on the existence of 
the putative level of LF. The first case of logical relation deals with bound 
pronouns in Mandarin Chinese. The study of pronouns used as bound vari­
ables undertaken in section 1 will indicate that these elements obey a spe­
cific (A'-) disjointness requirement: they have to be (non-argument) A'-free 
in a certain domain (D): 

(1) *[D ••• A'-antecedent j ••• pronoun j ••• ] 

Furthermore, this disjointness requirement is subject to a minimality ef­
fect. Essentially, pronouns have to be free in the relevant domain with re­
spect to the first available A'-binder. That is, when a distinct A'-element 
intervenes between the pronoun and its antecedent in D, the relation be­
tween the pronoun and the antecedent becomes licit: 

(2) [D ••• A'-antecedent j ••• A'-elementk ••• pronoun j ••• ] 

Relevant to the status of Logical Form and to the transformational mapping 
between S-Structure and LF representations will be the proper characteriza­
tion of this minimality effect. Modals, wh-operators, negation and negative 
polarity items, intermediate traces and quantificational elements will be 
shown to count as intervening A'-elements: 

346 
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(3) [0 ... A'-antecedent j ... modalk ... pronoun j ] 

wh-operator k 
negation/neg polarityk 
intermediate tracek 
quantifierk 

It will appear that the minimality effect described in (3) cannot be captured 
at the levels where movement rules or linear order are encoded; namely, S­
Structure and Surface Structure. Rather, the proper account for the 
minimality effect necessitates the postulation of a covert extraction process 
applying after S-Structure in the so-called Logical Form component. It is 
only at this level that the A'-elements will come to intervene between the 
pronoun and its antecedent in (3). 

The necessity of a covert extraction process highlighted in the study of 
bound pronouns will reappear in the study of Chinese anaphoric expres­
sions undertaken in section 2. Essentially, the distinction between long­
distance and short-distance anaphors reveals that long-distance anaphors, 
but not short-distance anaphors, are subject to an obligatory covert move­
ment rule applying at LF. As a consequence of this covert raising rule, long­
distance anaphors end up in a non-argument position at the appropriate 
level (LF) and get locally identified with their antecedents. Since long-dis­
tance anaphors, but not short-distance anaphors, must be in an A'-position 
at LF, we expect the former, but not the latter, to enter into A'-di~ointness 
with the pronoun in the context (4): 

(4) a. * [0 ... long-distance anaphor j'" pronoun j ... ] 

b. [0'" short-distance anaphor j ... pronoun j ... ] 

We also expect long-distance anaphors to playa role in the minimality effect 
described in (2-3). That is, we expect configurations where a long-distance 
anaphor intervenes between a pronoun and its antecedent to be well-formed 
in the same way that configurations like (3) are well-formed: 

(5) [0'" A'-element j ... long-distance anaphork ... pronoun) 

We will see that these expectations are fulfilled only at the level where the 
covert extraction of long-distance anaphors is postulated to take place, 
namely, the Logical Form component. Thus, the interaction of pronouns 
and anaphors will provide further support for the transformational map­
ping between Syntax (S-Structure) and Logical Form (LF). 
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1. CASE 1: BOUND PRONOUNS 

In Chinese, pronouns can be coindexed with a name (referential pronoun), 
as in (6): 

(6) a. Zhangj shuo ta j de Ie jiang. 
say he get ASP prize 
'Zhang said that he got the prize.' 

b. Zhangj shuo wo xihuan ta j • 

say I like him 
'Zhang said that I liked him.' 

The possibility of a pronoun coindexed with a quantificational expression 
(bound pronoun) varies with speakers. For instance, some speakers (speak­
ers A) find both (7a) and (7b) unacceptable: 1 

(7) a. * Meiren j shuo ta j de Ie jiang. 
nobody say he get ASP prize 
'Nobody said that he got the prize.' 

b. * Meiren. shuo wo xihuan ta .. 
I I 

nobody say I like him 
'Nobody said that I liked him.' 

There are, however, speakers (speakers B) who find both (8a) and (8b) 
acceptable.2 

(8) a. Meiren j shuo taj de Ie jiang. 
nobody say he get ASP prize 
'Nobody said that he got the prize.' 

b. Meiren. shuo wo xihuan ta .. 
I I 

nobody say I like him 
'Nobody said that I liked him.' 

Finally, there exists a third set of speakers who find bound pronouns accept­
able in certain contexts and yet unacceptable in other contexts. For in­
stance, sentence (9a) is unacceptable, but (9b) is acceptable for thse speak­
ers (speakers C) . g 

(9) a. * Meiren j shuo taj de Ie jiang.4 

nobody say he get ASP prize 
'Nobody said that he got the prize.' 

b. Meiren. shuo wo xihuan ta .. 
I I 

nobody say I like him 
'Nobody said that I liked him.' 

Contrasts similar to the one in (9a-b) are assumed in Huang (1988) (see 
also Aoun (1986)). 
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1.1. Locality requirements on pronouns 

Concentrating on speakers C, sentences (9a-b) show that for these speakers 
bound pronouns can occur in object but not subject position of the embed­
ded clause. This might suggest that there is a subject/object asymmetry in 
the distribution of bound pronouns (see Montalbetti 1984) for these speak­
ers.5 However, this cannot be the case. A bound pronoun in the subject 

position of a more deeply embedded clause is possible, as illustrated in (10): 

(10) Meiren j yiwei ni shuo ta j de Ie jiang. 
nobody think you say he get ASP prize 
'Nobody thinks that you said that he got the prize.' 

The distribution of bound and referential pronouns for speakers C are sche­
matically represen ted in (11):6 

(11) CONTEXTS BP 
a. NP j V [ep NPj V NP] * 
b. NP j V [ep NP V NP) 

c. NP j V [ep NP V [ep NP j V NP]] 

The fact that bound pronouns can occur in (lIb-c) but not in (lIa) sug­
gests that distance plays a role in the distribution of these bound pronouns. 
More precisely, it is indicated in Huang (1982) that AGR does not exist in 
Chinese. With this in mind, consider the paradigm in (lla-c). Let us dis­
cuss bound pronouns in (11) first. Assuming that bound pronouns must be 
free in the minimal domain of a subject, the opaque domain in which the 

bound pronoun must be free is the matrix clause in (lla) since AGR as 
indicated in Huang (1982) is missing in Chinese. In this opaque domain, 
the bound pronoun is not free; hence, the ungrammaticality ofrepresenta­
tion (l1a). In representation (11 b) and (l1c), on the other hand, the bound 
pronoun is free in its opaque domain, the embedded clause which is the 
minimal domain containing a subject. Representations (lIb-c) thus are 
grammatical. 

Next we turn to referential pronouns. The grammaticality of referential 
pronouns in (1Ia-c) suggests that the notion of subject is not relevant for 
pronouns. Essentially, referential pronouns have to be free in the minimal 

clause in which they occur. This is the case for referential pronouns in (1Ia­
c). 

So far, we have discussed the behavior of pronominal elements on a 

sentential level for speakers C. The behavior of pronominal elements that 
occur within noun phrases supports the analysis assumed. The following 
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contrast for speakers C highlights once more the different distribution of 
bound and referential pronouns: 

(12) a. Zhangj xihuan tajde shu. 
Zhang like his book 
'Zhang likes his book.' 

b. * Meiren. xihuan ta.de shu. 
I I 

Nobody like his book 
'Nobody likes his book.' 

c. * Meiren. xihuan tao xie de shu. 
I I 

Nobody like he write DE book 
'Nobody likes the book that he wrote.' 

Consider sentence (12b) first. The non-acceptability of this sentence comes 
as no surprise. Since bound pronouns have to be free in the domain of a 
subject, the clause in (12b) constitutes such a domain. The same analysis 
accounts for the unacceptability of (12c). On the other hand, since subjects 
are not relevant for referential pronouns, the domain in which the pronoun 
has to be free in (12a) is the noun phrase his book. 

Before leaving the discussion of pronouns in NPs, one further clarifica­
tion is necessary. We said so far that for speakers C, bound pronouns must 
be free in the minimal clause or NP containing a subject and that referential 
pronouns must be free in the minimal clause or NP in which they occur. 
However, we did not specifY the type of disjointness requirements that each 
of these pronouns obey. Along the lines of Aoun and Hornstein (1986), we 
would like to suggest that the distinction between bound and referential 
pronouns may be understood in light of the following considerations: bound 
pronouns must seek a c-commanding antecedent. The antecedent is 
quantificational and at LF, after the application of Quantifier Raising, will 
be in an A'-position. Thus, bound pronouns seek an A'-binder. We would 
like to argue that for speakers C, bound pronouns must be A'-free in the 
minimal domain containing a subject and that referential pronouns must 
be free in the minimal clause or NP in which they occur. Notice that the A'­
disjointness requirement for referential pronouns is trivially satisfied since 
they do not have an A'-binder. In brief, we are suggesting that for speakers 
C, pronouns, whether bound or referential, obey the following disjointness 
requiremen t: 7 

(13) a. The A-disjointness Requirement: 
A pronoun must be A-free in the least Complete Functional Com­
plex (CFC) in which it occurs (see Chomsky 1986b) ) 

b. The A'-disjointness Requirement: 
A pronoun must be A'-free in the least CFC containing a c-com­
manding subject and the pronoun. 



TWO CASES OF LOGICAL RELATIONS 351 

The distinction between referential and bound pronouns for speakers C is 
accounted for by the existence of two distinct disjointness requirements. 
This distinction may also help us analyze the behavior of bound pronouns 
for speakers A and B. Recall that for speakers A, an overt pronominal ex­
pression such as ta can never be bound by a QP.8 In other words, the locality 
condition on the A'-disjointness requirement for this type of speakers does 
not incorporate a locality effect. The two disjointness requirements for speak­
ers A will then be (13c-d): 

(13) c. The A-disjointness Requirement: 
A pronoun must be A-free in the least Complete Functional Com­
plex (CFC) in which it occurs. 

d. The A'-disjointness Requirement: 
A pronoun must be A'-free. 

For speakers A and C, the domain where the pronoun has to be A and A'­
free are distinct. This is not the case for speakers B. For these speakers, the 
domain where the pronoun has to be A'-free is the same as the domain 
where it has to be A-free. The two disjointness requirements for speakers B 
are given in (13e-f):9 

(13) e. The A-disjointness Requirement: 
A pronoun must be A-free in the least Complete Functional Com­

plex (CFC) in which it occurs. 
f. The A'-disjointness Requirement: 

A pronoun must be A'-free in the least CFC in which it occurs. 

1.2. Minimal disjointness 

We have indicated so far that pronouns in Chinese obey two disjointness 
requirements. We would like to now to focus on the working of the A'­
disjoin tness requiremen t for speakers C. Specifically, we would like to argue 
that for Speakers C, this A'-di~oin tness requirement incorporates a minimality 
effect formulated in (14): 

(14) A pronoun must be free from the most local A'-binder in the smallest 

CFC containing the pronoun and a SUBJECT. 

''The most local A'-binder" is defined as follows: A is the most local A'-binder 
of B iff there is no C such that C is an A'-binder and A c-commands C, C c­

commands B. Illustrating the working of the minimality effect, the A'­

disjointness requirement (13b) requires the pronoun to be A'-free in a cer­
tain domain D: 

(15) a. *[0 ... A'-element; ... pronoun; ... ] 
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Reformulation (14) has the effect of making the relation in (15a) licit when 
a distinctA'-element intervenes the pronoun and its antecedent as in (I5b): 

(15) b. [0 ••• A'-antecedent j ••• A'-elementk ••• pronoun j ••• ] 

l.2.l. Modals 

To substantiate the proposal in (14), we start by noting that sentences such 
as (9) improve when a modal occurs between the quantifier and the pro­
noun as in (I6a): 

(16) a. Meiren j yuangyi/keneng/hui shuo taj delejiang. 
nobody will/might/will say he got prize 
'Nobody might/will say that he got the prize.' 

A similar improvement occurs when the modal occurs in the same clause as 
the pronoun: 

(16) b. Meiren j shuo taj yinggai/keneng/hui de jiang. 
nobody say he should/might/will get prize 
'Nobody said that he should/might/would get the prize.' 

The contrast between the sentence in (9) on the one hand and (I6a-b) on 
the other is not accounted for by the disjointness requirement formulated 
in (13). We show below that this contrast and other similar contrasts can be 
accounted for by incorporating the notion of minimality to the disjointness 
requirement, as in (14).10 

Note that what is common to the sentences (I6a-b), in contrast to the 
unacceptable sentence (9), is that these sentences contain a modal. Modals 
are assigned scope at the appropriate interpretive level. At this point, it is 
possible to assume that these elements are subject to a raising process at LF. 
After this raising process they will end up in an A'-position as illustrated in 
the LF representation of (16) in (17), for instance: 

(17) Meiren j [xlj shuo [yingai/keneng/huij [taj x2j de jiang ]]]. 
nobody say should/might/will he get prize 
'Nobody said that he should/might/would get the prize.' 

Ifwe compare the LF representation in (17) with the LF representation 
of sentence (9) in (1S), we notice that the difference may be traced back to 
the existence of an operator intervening between the QP and the bound 
pronoun: in (17), but not in (IS), there is an operator intervening between 
the QP and the boud pronoun. This is why (17) is well-formed. I I 

(IS)" Meiren j [xlj shuo [ ta j dejiang ]]]. 
'Nobody said that he got the prize.' 



TWO CASES OF LOGICAL RELATIONS 353 

The fact that the presence of a modal improves the acceptability of sen­
tences involving bound pronouns, however, cannot be taken to provide evi­
dence for an LF-Raising process. One may assume that modals are gener­
ated in INFL. In this position, which would have to be characterized as an 
A'-position, they would c-command (m-command) the subject position. If 
this were the case, the modal would be the most local A'-binder in (16) (or 
(15) for that matter). The minimality requirement on the pronoun could 
be satisfied with respect to this modal. This would account for sentences 
(16a-b) without necessarily postulating an LF-movement. 

1.2.2. Wh-operators 

The non-movement option, however, is not available when wh-operators are 
considered. We saw in the previous paragraphs that the existence of a modal 
intervening between the operator and the pronoun improves the accept­
ability of sentences like (9). Not only does a modal improve the acceptabil­
ity of these sentences, but also wh-operators such as weishenme 'why', shei 
'who', shenme 'what' and A-not-A questions have the same effect as illus­
trated in (19): 

(19) a. Meiren; xiang-zhidao ta; weishenme de jiang. 
nobody want-know he why get prize 
'Nobody wonders why he got the prize.' 

b. Meiren; xiang-zhidao ta; gen shei fen jiangpin. 
nobody want-know he with whom share prize 
'Nobody wonders with whom he shared the prize.' 

c. Meiren; xiang-zhidao ta; de Ie shenme jiangpin. 
nobody want-know he got what prize 
'Nobody wonders what prize he got.' 

d. Meiren; xiang-zhidao shi-bu-shi ta; de Ie jiang/ 
nobody want-know be-not-be he got prize 
ta you-mei-you de jiang. 
he have-not-have get prize 
'Nobody wonders whether he got the prize.' 

It is relevant to remind the reader that overt wh-movement does not occur 
in Mandarin Chinese. As argued in Huang (1982), wh-operators are raised 
to a (SPEC of) COMP position at LF. In other words, S-Structure cannot be 
taken as the level where the intervention effect of wh-elements is consid­
ered. It is only at LF that the wh-operator intervenes between the QP and 
the bound pronoun in sentences (19). We illustrate this in (20) .12 
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(20) a. Meiren. [xl. xiang-zhidao [weisheme. [ tao x2. de J·iang]]]. 
I I J I J 

Nobody wonder why he get prize 
'Nobody wonders why he got the prize.' 

b. Meiren; [xl; xiang-zhidao [sheij [ta; gen x2j fenjiangpin]]]. 
nobody wonder who he with share prize 
'Nobody wonders with whom he shared the prize.' 

c. Meiren. [xl.dou xiang-zhidao [shenmejiangpin. [tao de Ie x2.]]] 
I I J I J 

nobody wonder what prize he get ASP 
'Nobody wonders what prize he got.' 

d. Meiren; [xl; xiang-zhidao [shi-bu-shi/you-mei-youj [x2j ta; de jiang]]]. 
nobody wonder be-not-be/have-not-have he get prize 
'Nobody wonders whether he got the prize.' 

In brief, the paradigm involving wh-operators may be taken to provide 
support for the existence of the minimality effect postulated and of the pro­
cess ofLF-movement. 13 

1.2.3. Negation and Negative polarity items 

A confirmation of this result is provided by negation and negative polarity 
items. Sentences with negation and negative polarity items pattern with 
sentences with modals and question words. Let us consider sentences in­
volving negative polarity items first. The occurrence of negative polarity 
items between the quantificational element and the pronoun allows this 
pronoun to be bound to the quantificational element as illustrated in (21) :14 

(21) a. [Meigeren; dou mei dui renhe ren [ta; delejiang]]. 
everyone all not tell any man he got prize 
'Everyone did not tell anyone that he got the prize.' 

b. [Meigeren; dou shuo [ta; mei kandao renhe ren ]] 
everyone all say he not see any man 
'Everyone said that he did not see anyone.' 

Assuming that the negative polarity item is raised at LF as suggested by 
Linebarger (1981), Kurata (1986) and Progovac (1988) or thatthe negative 
element mei 'not' is in an A'-position, an A'-binder will intervene between 
the pronoun and the QP in (21). 

Similarly, the intervention of a negative element by itself between the 
quantifier and the pronoun allows the pronoun to be bound by the quanti­
fier: 15 

(22) a. [Meigeren; dou mei shuo [la; dele jiang]]. 
everyone all not say he got prize 
'Everyone did not say that he got the prize.' 
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b. [Meigeren j dou shuo [taj mei dejiang]] 
everyone all say he not get prize 
'Everyone said that he did not get the prize.' 

Once again, if negation is assumed to be in an A'-position at the appropriate 
level, the acceptability of bound pronouns in (22) can be straightforwardly 
accounted for by the minimality effect. 

It is possible to provide a rather strong argument for the existence of an 
LF raising process by contrasting the behavior of negative elements in (22) 
and sentences like (23): 

(23) Meigeren dou mei kandao Zhang. 
everyone all not see Zhang 
'Everyone did not see Zhang.' 

In (23), the negative element necessarily has narrow scope with respect to 
the quantificational subject. This straightforwardly follows from the Mini­
mal Binding Requirement (MBR) discussed in Aoun and Li (1989) (see 
also Rizzi (1990)). The MBR requires variables to be bound by the first 
available A'-binder. This being the case, the only well-formed representa­
tion with respect to the MBR is the one where negation has narrow scope 
(namely (24b)). In (24a), the variable left by the raising of the negative 
element ~ is not bound by the first available A'-binder ~yone:16 (Repre­
sentations (24a-b) are given in the English gloss) 

(24) a. [not. [everyone. [x. [x. see Zhang]]]] 
I J J I 

b. [everyone. [x. [not. [x. see Zhang]]]] 
J J I I 

The unambiguity of (23), thus, indicates that the negative element does not 
c-command (m-command) the subject quantifier in the position in which it 
occurs at S-Structure. With this in mind, let us consider (22b). In (22b), 
the presence of the negative element allows the pronoun to be bound to the 
quantifier. That is to say that the negative element intervenes at the appro­
priate level between the pronoun and the quantifier. Since (23) indicated 
that the negative element does not c-command the subject in the position 
in which it occurs at S-Structure, the only way for the negative element to 
count as an intervening A'-binder will be after it undergoes raising at LF:17 

(25) [Meigeren. dou shuo [mei. [tao [x. de jiang]] 
I J I J 

everyone all say not he get prize 
'Everyone said that he did not get the prize.' 

In brief, the intervention effect of the negation ought to be checked at a 
post S-Structure level after the negative element is raised. 

We argued so far that in Chinese, pronouns obey an A'-disjointness re-
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quirement as well as an A-disjointness requirement. We furthermore sug­
gested that the A'-disjointness requirement incorporates a minimality effect 
in (9): in case a distinct A'-binder intervenes between the pronoun and the 
quantificational antecedent at the appropriate level which we showed to be 
LF, the pronoun can be bound to this quantificational antecedent. Of course, 
we expect the occurrence of a modal, negation or wh-word not to facilitate 
the bound pronoun interpretation in case these elements do not intervene 
between a QP and its bound pronoun. This expectation can be tested in the 
contexts such as (26a-b) where the modal, negation, and wh-element do not 
intervene between the QP and the pronoun: 

(26) a. modal/negation/wh-word ... QP j ••• pronoun j 

b. QPj ... pronounj ... modal/negation/wh-word 

We expect sentences of the context in (26a-b) to be less acceptable than 
sentences of the context in (26c) if the minimal disjointness requirement 
just discussed is correct. 

(26) c. QPj ••• modal/negation/wh-word ... pronoun j 

Indeed, a contrast is found between sentences (27a-b) and (27c): 

(27) a. * [Wo hui zhidao [meiren j shuo [ta j de Ie jiang]]]. 
I will know nobody say he get ASP prize 
'I will know that nobody said that he got the prize.' 

b. * [Meiren j shuo [ta j zhidao [wo hui dejiang]]]. 
nobody say he know I will get prize 
'Nobody said that he knew that I would get the prize.' 

c. [Meiren j shuo [ta j hui zhidao [wo dejiang]]]. 
nobody say he will know I get prize 
'Nobody said that he would know that I got the prize.' 

d. [Meiren j hui shuo [ta j zhidao [wo de jiang]]]. 
nobody will say he know I get prize 
'Nobody said that he would know that I got the prize.' 

A bound pronoun interpretation is possible in (27c-d) but not in (27a-b). 
This contrast is predicted by the minimal disjointness requirement on pro­
nouns. Modals only have scope over the clause in which they occur. The 
modal intervenes between the the pronoun and the coindexed QP in (27c­
d). That is, the most local A'-binder for the bound pronoun is the raised QP 
in (27a-b) but the modal is the most local A'-binder for the bound pronoun 
in (27c-d). The pronoun is A'-free from the most local A'-binder in (27c-d), 
but not (27a-b). The contrast between (27a-b) on the one hand and (27c-d) 
on the other, thus, supports the proposal according to which pronouns obey 
a disjointness requirement sensitive to minimality. 
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Wh-words behave in the same way as modals with respect to the interven­
tion effect: 

(28) a. * [Shei zhidao [meiren j shuo [ta j de Ie jiangJ]]? 
who know nobody say he get ASP prize 
'Who knows that nobody said that he got the prize?' 

b. * [Meiren j shuo [ta j xiang-zhidao [shi-bu-shi wo de Ie jiangJ]] . 
nobody say he wonder be-not-be I get ASP prize 
'Nobody said that he wondered whether I got the prize.' 

c. [Meiren j xiang-zhidao [shi-bu-shi ta j de Ie jiang]]. 
nobody wonder be-not-be he get ASP prize 
'Nobody wonders whether he got the prize.' 

In (28a) , shei is in the matrix clause. In (28b), the question word shi-bu-shi 
'whether' cannot be raised beyond the clause subcategorized by 'wonder'. 
Only in (28c) does shi-bu-shi intervenes between the QP and the bound 
pronoun. The minimal disjointness requirement is satisfied in (28c) but 
not in (28a-b). The bound pronoun interpretation thus is more acceptable 
in (28c) than in (28a-b). 

Similarly, the negation or the raised negative polarity item intervenes 
between the QP and the bound pronoun in (29c) but not in (29a-b). The 
contrast between (29a-b) on the one hand and (29c) on the other provides 
further support for the claim that pronouns obey the minimal disjointness 
requirement. 

(29) a. *[Wo bu zhidao [meiren j shuo [ta j de Ie jiang]]J. 
I not know nobody say he get ASP prize 
'I do not know that nobody said that he got the prize.' 

b. * [Meiren j shuo [ta j zhidao [wo mei dejiang]]]. 
nobody say he know I not get prize 
'Nobody said that he knew that I did not get the prize.' 

c. [Wo zhidao [meiren j bu dui renhe ren shuo [ta j de lejiang]]. 
I know nobody not to any man say he get ASP prize 
'I know that nobody did not tell anyone that he got the prize.' 

1.2.4. Intermediate traces 

We said so far that an A'-binder intervening between a pronoun and a 
quantificational element allows this pronoun to be bound by the 
quantificational element. Our analysis predicts that if a deeply embedded 
wh-word is raised at LF so as to intervene between a pronoun and an A'­
antecedent, the pronoun can be bound by this quantificational antecedent. 
This prediction is born out, as shown by sentences (30a-b): 
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(30) a. * [Meirenj zhidao [ta j caidao [shei de lejiang]]]. 
nobody know he guess who get ASP prize 
'Nobody knows that he guessed correctly who got prize.' 

b. [Meirenj zhidao [ta j gen shei fen jiangpin]]. 
nobody know he with who share prize 
'Nobody knows with whom he shared the prize.' 

The contrast between (30a) and (30b) is not surprising. The wh-element 
shei intervenes between the QP and the pronoun at LF in (30b) but not in 
(30a), as shown in the LF representations of these two sentences: 

(31) a. * [Meirenj [xlj zhidao [CPI taj caidao [CP2 sheij [x2j dele jiang]]]]]. 
nobody know he guess who got prize 

b. [Meirenj [xlj zhidao [CPI sheij [ta j gen x2j fenjiangpin]]]]. 
nobody know this he with share prize 

Contrasts such as the one illustrated in (30a-b) provide direct support for 
the assumption that wh-elements in situ are subject to raising at LF (see 
Huang (1982». 

In the examples discussed so far we saw that a wh-element intervening 
between a pronoun and a QP allows the pronoun to be bound by the QP. 
The analysis presented so far leads us to expect intermediate traces in the 
SPEC of COMP to playa role with respect to this intervention effect. This 
expectation is fulfilled as evidenced by the acceptability of sentence (30c) 
(see sentences (30a-b» (see note 4): 

(30) c. [Meigerenj dou shuo [ta j xiangxin [shei de Ie jiang ne]]]? 
everyone all say he believe who get ASP prize Qmarker 
'Who did everyone say that he believed got the prize?' 

The wh-word shei in (30c) has matrix scope; i.e., it must be raised from its 
base position to the matrix SPEC of COMP, leaving traces in the intermedi­
ate SPEC of COMP position: 

(31) C. [CPI sheij [IPI meigerenj [IPI Xj dou shuo [CP2 tlj [IP2 taj xiangxin [CP3 t2j 
who everyone all say believe 

[IP3 Xj dele jiang ne]]]? 
got prize Q-marker 

Since intermediate traces in the SPEC of COMP independently can func­
tion as A'-binders, the most local A'-binder for the pronoun in (30c) is the 
intermediate trace of shei in the COMP position of CP2, tl. The pronoun 
in this representation is free from its most local A'-binder and sentence (30c) 
is acceptable. Thus, the fact that (30c) patterns with (30b) rather than (30a) 
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is accounted for by incorporating the minimality requirement in the formu­
lation of the A'-disjointness requirement. 

It is interesting to point out in this respect that the intermediate traces 
relevan t for the working of the minimality effect are not only the one gener­
ated in the SPEC ofCOMP position. As argued in Chomsky (1986a), on its 
way to SPEC ofCOMP, a wh-element can be adjoined to a VP that dominates 
it. If the option of adjunction to VP is available, we expect the intermediate 
trace adjoined to VP to be relevant to the working of minimality. This ex­
pectation is fulfilled as illustrated in sentences (32), to be contrasted with 
sentence (9). Sentence (9) is repeated for convenience (for minimal con­
trast, meiren 'nobody' in (9) is changed to meigeren 'everyone' in this 
case, see note (4)) . 

(9) Meigerenj dou shuo taj de Ie jiang. 
everyone all say he get ASP prize 
'Everyone said that he got the prize.' 

(32) Meigerenj dou dui shei shuo taj de Ie jiang? 
everyone all to whom say he get ASP prize 
'To whom did everyone say that he got the prize?' 

Assuming VP adjunction, the LF representation of sentence (32) will be 
(33) (in English gloss) : 

(33) [cP whoj [IP nobod}j [yp tj [yp to Xj say [cp hej got prize]]]]]. 

In (33), the intermediate trace intervenes between the pronoun and the 
quantifier. This pronoun is free with respect to the first available A'-element 
and thus can be bound by the quantifier. 

The discussion of wh-elements provides direct evidence for a successive 
cyclic application ofwh-elements at LF as argued in Huang (1982) and for 
the existence of intermediate traces left by the LF raising of these wh-ele­
ments. The contrast between (30a) and (30b) and the acceptability of (30c) 
or (32) once more show that S-Structure cannot be retained as the level 
where the intervention of an A'-binder is to be considered. It is only after 
the LF-extraction of the wh-element that an A'-binder intervenes between 
the QP and the pronoun in (30c) and (32). 

l.3.5. Quantifier 

The previous discussion shows that the domain where modals, wh-elements 
and negation can be raised interacts with the interpretation of pronouns 
and that this interaction is accounted for by the minimal disjointness re­
quirement on pronouns. This leads us to expect that QPs should behave 
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the same as modals and wh-elements, since they are all subject to raising at 
LF. This expectation is generally born out: sentence (34b) is better than 
(34a) .IB 

(34) a. Meiren j dui Zhang shuo ta j de lejiang. 
nobody to Zhang say he get ASP prize 
'Everyone said to Zhang that he got the prize.' 

b. Meiren j dui meijia baoshe shuo ~ de Ie jiang. 
nobody to every news-agency say he get ASP prize 
'Nobody said to every news agency that he got the prize.' 

This contrast can be accounted for by assuming Quantifier Raising and the 
minimal disjointness requirement. 

Summarizing the discussion of bound pronouns, we saw that for speakers 
C, the A'-disjointness requirement is sensitive to a minimality effect: the re­
lation between the pronoun and its antecedent within a certain domain D 
becomes licit when an A'-element intervenes between these elements. 
Modals, wh-operators, negation, negative polarity items, intermediate traces 
and quantificational elements count as intervening A'-elements. 

(35) [D antecedent j ... modalk ... pronoun j ... J 
wh-operatork 

negation/negative polarityk 
intermediate tracek 

QPk 

The working of the minimality effect revealed the existence of a covert pro­
cess of raising applying after S-Structure. We took the existence of this co­
vert process to provide evidence for LF and for a transformational mapping 
between S-Structure and LF representations. For the sake of completeness, 
we should point out that for Speakers A who do not allow the pronoun to be 
linked to a QP, the A'-disjointness requirement does not incorporate a 
minimality effect at all. For Speakers B for whom bound and referential 
pronouns have the same distribution, the minimality effect is trivially satis­
fied. The only context where minimality may have an effect is the following 
sentence: 

*Meiren. xihuan ta .. 
I I 

(36) a. 
nobody like him 
'Nobody likes him.' 

We expect the intervention of an A'-element for these speakers to allow the 
bound pronoun interpretation in contexts such as (36a). This is not the 
case, however. Sentences such as (36b-c) do not allow a bound pronoun 
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interpretation. The reason is that the A-disjointness requirement is violated 
in these sentences. 

(36) b. *Meiren. bu xihuan tao 
I I 

nobody not like him 
'Nobody does not like him.' 

c. * Meiren. hui xihuan tao 
I I 

nobody will like him 
'Nobody will like him.' 

The unavailability of bound pronoun reading in sentences like (36b-c) 
clearly indicates that the A-disjointness requirement is not subject to a 
minimality effect. 

We now turn to the study of anaphoric expressions and their interaction 
with bound pronouns. 

2. CASE 2: LONG AND SHORT DISTANCE ANAPHORIC RELATIONS 

2.1. Binding of anaphors by the first potential antecedent 

In Chinese, there are two types of anaphors, the long-distance anaphor W 
and the short-distance anaphor taziji. 

(37) a. Zhangj hen xihuan ziji/tazijij. 
Zhang very like self/himself 
'Zhang likes self/himself.' 

b. Zhangj hen xihuan ziji/tazijij de mama. 
Zhang very like self/himself DE mother 
'Zhang likes self/himselfs mother.' 

c. Zhangj shuo ziji/ taziji j xihuan. 
Zhang say self/himself like 
'Zhang said that self/himself liked (it).' 

d. Zhangj dui ziji/tazijij shuo tamen xihuan. 
Zhang to self/himself say they like 
'Zhang said to self/himself that they liked (it).' 

e. Zhangj renwei Mali xihuan ziji/*taziA 
Zhang think Mali like self/himself 
'Zhang thinks that Mary likes self/himself.' 

f. Zhangj zhidao Mali renwei ziji/*tazijij xihuan. 
Zhang know Mali think self/himself like 
'Zhang knows that Mary thinks that self/himself likes (it).' 

Although wand taziji differ with respect to the domain within which they 
must seek an antecedent, they share the property that they must be bound 
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by the first potential antecedent. Consider sentence (38a) for instance. 

(38) a. Zhang, babaj xihuan ziji/tazijir 
Zhang father like self/himself 
'Zhang, fatherj likes himselfr' 

b. *Zhangj, baba xihuan ziji/tazijir 
Zhang father like self/himself 
'Zhangj, father likes himsel~.' 

In (38a), either the subject or the topic are possible antecedents for the 
anaphors. The anaphors, however, can only be coindexed with the closer 
NP, the subject (see Tang (1989)). In (39), on the other hand, the subject 
NP.ili! 'alcohol' cannot serve as an antecedent for the anaphors, which in 
Chinese require a [+human] antecedent. As such the first potential ante­
cedent must be the topic NP. 

(39) Zhangj,jiu haile ziji/tazijij. 
Zhang alcohol hurt self/himself 
'Zhangj, alcohol hurt himsel~.' 

2.2. Raising of long-distance anaphors 

The observation according to which anaphors in Chinese require to be bound 
by the first potential antecedent conflicts with the existence oflong-distance 
anaphors in this language. In sentence (37f), for instance, the long-dis­
tance anaphor can be bound by either Mali or Zhang. Clearly, when it is 
bound by Zhang, it is not related to the first potential antecedent. 

(37) f. Zhangj zhidao Mali renwei ziji/*tazijij xihuan. 
Zhang know Mali think self/himself like 
'Zhang knows that Mary thinks that self/himself likes (it).' 

This conflict can be solved if it is assumed that long-distance anaphors raise 
at LF to an A'-position in order to get identified with their antecedents lo­
cally (see Lebeaux (1983), Chomsky (1986b), Battistella (1987), Cole et al. 
(1988), Huang and Tang (1988)). For the purpose of our discussion, we 
could assume that the anaphor raises at LF and adjoins to the predicate 
(VP) of the clause containing the subject antecedent. In sentence (40), for 
instance, the anaphor could be raised and adjoined to the VP of the embed­
ded clause (41a) or the matrix clause (41b): 

(40) [Zhang shuo [Mali renwei [ziji zui congming]]]. 
'Zhang said Mary thought self is most clever.' 
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(41) a. [Zhang shuo [Mali zijij renwei [Xj zui congming]]]. 
Zhang say Mali self think most clever 

b. [Zhang zijij shuo [Mali renwei [Xj zui congming]]]. 
Zhang self say Mali think most clever 

In (41a), the anaphor is bound by the first potential antecedent Mali and in 
(41b) by Zhang. 19 

The interaction between anaphors and pronouns provides direct sup­
port for the existence of this anaphor-raising process. Recall that for speak­
ers C, pronouns must be A'-free within the least CFC containing a c-com­
manding subject. Mter Wi undergoes raising at LF, it ends up in an A'­
position. As such, we expect the raised anaphor not to be able to bind the 
pronoun in case both elements occur within the domain D. This indeed is 
the case as ilustrated by the unacceptability of (42) for these speakers: 

(42) * Zhangj dui zijij shuo [taj hen youqian]. 
Zhang to self say he very rich 
'Zhang said to self that he was rich.' 

Mter Wi raises at LF, (42) has the structure in (43): 

(43) [CPI Zhangj ill!; dui Xj shuo [CP2 taj hen youqian]]. 
Zhang self to say he very rich 

In (43), the domain where the pronoun must be A'-free is the matrix clause 
since it is the least CFC containing a subject and the pronoun. In this do­
main, however, the pronoun is A'-bound by the raised Wi, Sentence (42) 
thus is unacceptable. 

Raising of the anaphoric element also straightforwardly accounts for the 
unacceptability of sentences (44a-b) for these speakers: 

(44) a. * Zhangj zhidao [zijij xihuan [tajde nu pengyou]]. 
Zhang know self like his girl friend 
'Zhang knows that selflikes his girl friend.' 

b. *Zhangj shuo [zijij juede [~hen youqian]]. 
Zhang say self feel he very rich 
'Zhang said that self felt he was rich.' 

In this respect, it is worth noting that raising of anaphors at LF applies suc­
cessive cyclically. Assuming that the anaphor raises successive cyclically, the 
unacceptability of (45a) for these speakers which have the LF representa­
tion in (45b) , is expected: 

(45) a. * Zhangj shuo Lisi dui zijij shuo taj hen hao. 
Zhang say Lisi to self say he very good 
'Zhang said that Lisi said to self that he was good.' 
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b. [cp) Zhang; [yp ziji; [yp shuo [CP2 Lisi [yp t; [yp dui x; shuo [CP3 ta; hen hao llllll 
Zhang self say Lisi to say he very good 

In (45b), the pronoun is A'-bound by the intermediate trace 1 left by the 
raised anaphor in the relevant domain which is CP2. As such the A'­
disjointness requirement is violated. This accounts for the unaccceptability 
of (45a). On the other hand, assuming that the anaphor raises in one swoop 
to the matrix clause, the unacceptability of (45a) would not be accounted 
for since the anaphor would be free in the relevant domain. 

A confirmation of the successive cyclic application of the anaphor raising 
is provided by the unacceptability of sentence (46) for speakers C: 

(46) * Zhangj shuo Lisi dui zijijde mama shuo ~ hen hao. 
Zhang say Lisi to self mother say he very good 
'Zhang said that Lisi said to selfs mother that he was good.' 

The un acceptability of (46) can be accounted for in case the anaphor is 
raised successive cyclically to the VP of CP2 first and then to VP of CPI as in 
(47). The pronoun will be A'-bound by the intermediate trace in CP2. 

(47) [CP) ZhangJvpzijiJvp shuo[CP2 Lisi [yp tj [yp dui Xj mama shuo 
Zhang self say Lisi to mother say 

hen hao]]]]]] 
very good 

On the other hand, the one swoop movement of the anaphor would leave 
no intermediate trace in CP2. No violation would occur. Sentence (46) 
incorrectly would be expected to be acceptable. 

Sentence (46) is interesting for one more reason. Since the anaphor 
does not c-command the pronoun at S-Structure, the un acceptability of this 
sentence cannot be accounted for by only considering its S-Structure repre­
sentation. Its LF representation which encodes the successive raising of the 
anaphor ought to be taken into account. This provides another evidence 
for the application of movement at LF. 

We indicated that a pronoun cannot be coindexed with a long-distance 
anaphor which occurs within the domain in which the pronoun ought to be 
A'-free. This account leads us to expect a pronoun to be bound by a long­
distance anaphor which occurs outside this domain. This is the case. In 
sentences (48a-b), the domain where the pronoun must be A'-free is the 
embedded clause. The raising of mi at LF occurs outside the embedded 
clause. Sentences (48a-b) therefore obey the A'-disjointness requirement 
and are acceptable for these speakers.20 
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(48) a. [Zhangsanj dui zijij shuo [aMali hen xihuan ta)]. 
Zhangsan to self say Mali very like him 
'Zhangsan told himself that Mary likes him.' 

b. [Zhangsanj dui zijij shuo [a Mali zhidao [taj hen ben]]]. 
Zhangsan to self say Mali know he very stupid 
'Zhangsan told himself that Mary knew that he was stupid.' 

2.2. Minimality and long-distance anaphors 

We said so far that the A'-disjointness requirement regulates the interaction 
between pronouns and long-distance anaphors. Since the A'-disjointness 
requirement on pronouns displays a minimality effect, we expect that this 
minimality effect would also manifest itself in the interaction between pro­
nouns and long-distance anaphors. In other words, we expect the binding 
of the pronoun by the anaphor to be more acceptable in case an A'-binder 
intervenes between the anaphor and the pronoun. 

(49) [0'" long-distance anaphor j ... A'-elementk ... pronounj ... ] 

This expectation seems to be fulfilled. A modal intervening between the 
anaphor and the pronoun, for instance, makes it easier for the pronoun to 
be bound by the anaphor. This is illustrated in sentences (50a-c), which 
minimally contrast with sentences (42) and (44a-b), repeated as (51) for 
convenience. 

(50) a. Zhang j zhidao zijij hui xihuan tajde nu pengyou. 
Zhang know self will like his girl friend 
'Zhang knows that self will like his girl friend.' 

b. Zhangj shuo zijij juede ta j hui hen youqian. 
Zhang say self feel he will very rich 
'Zhang said that self felt he would be rich.' 

c. Zhang j dui zijij shuo ta j hui hen youqian. 
Zhang to self say he will very rich 
'Zhang said to self that he would be rich.' 

(51) a. *Zhangj zhidao zijij xihuan tajde nu pengyou. 
Zhang know self like his girl friend 
'Zhang knows that self likes his girl friend.' 

b. * Zhangj shuo zijij juede taj hen youqian. 
Zhang say self feel he very rich 
'Zhang said that self felt he was rich.' 

c. * Zhangj dui zijij shuo taj hen youqian. 
Zhang to self say he very rich 
'Zhang said to self that he was rich.' 
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We have shown in this section that an A'-binder intervening between an 
anaphor and the pronoun it binds salvages the relation betwen the two ele­
ments. This intervention effect may be accounted for by the minimality 
requirement which constrains A'-disjointness. This clearly supports raising 
of the long-distance anaphor at LF. 

Furthermore, since long-distance anaphors are raised at LF, we expect 
them to affect the relation betwen a pronoun and its antecedent. That is, 
we expect an illicit relation between a pronoun and its antecedent to be­
come licit in case a long-distance anaphor comes to intervene between these 
two elements, (thanks to H. van Riemsdijkfor pointing out this prediction to 
us): 

(52) [D'" A'-antecedent j ... long-distance anaphork ... pronounj ... ] 

This expectation is also fulfilled. The non-licit relation between the pro­
noun and its quantificational antecedent in (53a) becomes licit when a long­
distance anaphor intervenes between them as in (53b): 

(53) a. * Zhang renwei meirenj shuo taj zui hao. 
Zhang think nobody say he most good 
'Zhang thinks that nobody said that he was the best.' 

b. Zhang. renwei meiren. dui ziii. shuo tao zui hao. 
1 I:J J I 

Zhang think nobody to self say he most good 
'Zhang thinks that nobody said to self that he was the best.' 

Recall that the anaphor is raised successive cyclically. As such the anaphor 
in (53b) leaves an intermediate trace in the intermediate clause (see (53c». 
This trace is the first A'-element with respect to which the pronoun must be 
A'-free. The minimality requirement thus is satisfied. 
(53) c. [CPl Zhangj zijij renwei [CP2 meirenj tj dui Xj shuo [CP3 ta j zui hao]]]. 

Zhang self think nobody to say he most good 

The same analysis accounts for the contrast between (54a) and (54b): 

(54) a. 

b. 

*Zhang. renwei meiren. dui tao mama shuo tao zui hao. 
1 I J I 

Zhang think nobody to his mother say he most good 
'Zhang thinks that nobody said to his mother that he was the best.' 
Zhang. renwei meiren. dui ziii. mama shuo tao zui hao. 

1 I:J J I 

Zhang think nobody to self mother say he most good 
'Zhang thinks that nobody said to self's mother that he was the best.' 

2.3. Non-obligatory raising of short-distance anaphors 

The discussion of long-distance anaphors provided extensive evidence for 
the LF raising of these elemen ts. This evidence can be used as direct testing 
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grounds for whether or not short-distance anaphors have to raise at LF. If 
short-distance anaphors have to raise at LF like long-distance anaphors, we 
would expect them to enter into A'-disjointness with pronouns. On the other 
hand, if short distance anaphors do not have to raise at LF, we would not 
expect such an A'-disjointness effect. It turns out that replacing the long­
distance anaphor with the short-distance anaphor in (52) makes the sen­
tences acceptable: 

(55) a. Zhangj zhidao tazijij xihuan tajde nu pengyou. 
Zhang know himself like his girl friend 
'Zhang knows that himself likes his girl friend.' 

b. Zhangj shuo tazijij juede taj hen youqian. 
Zhang say himself feel he very rich 
'Zhang said that himselffelt he was rich.' 

c. Zhangj dui tazijij shuo taj hen youqian. 
Zhang say himself say he very rich 
'Zhang said to himself that he was rich.' 

The contrast between the acceptability of (55) and the unacceptability of 
(52) clearly indicates that short-distance anaphors, contrary to long-distance 
anaphors, do not have to raise at LF. 

The facts illustrated in (55) indicated that short-distance anaphors do 
not have to raise at LF. Notice that these facts are compatible with an op­
tional raising of short-distance anaphors. If this is the case there will be two 
derivations corresponding to sen tences (55). In the first derivation, raising 
of the short-distance anaphor applies. This derivation will not be well-formed 
since the relation between the pronoun and the short-distance anaphor 
would violate the A'-disjointness requirement. In the second derivation, 
raising of the short-distance anaphor does not apply. This derivation will be 
well-formed: no A'-disjointness requirement will be violated. 

Unfortunately, due to the domain of the A'-di~ointness requirement and 
the nature of short-distance anaphors, it is hard to construct an example to 
distinguish between the two possibilities. We thus leave open the issue of 
whether short-distance anaphors can be raised at LF.21 

Recapitulating, the discussion ofanaphoric expressions in Chinese indi­
cated that long-distance anaphors are subject to an obligatory raising pro­
cess at LF. Short-distance anaphors, on the other hand, need not undergo 
such a raising process. Evidence for this distinction was drawn from the 
interaction of these anaphors with respect to pronouns.22 We saw that this 
interaction is constrained by the disjointness requirement and the minimality 
effect23 and that it can only be accounted for at a post S-Structure level after 
anaphoric expressions undergo raising. 
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3. CONCLUSION 

In this paper, we discussed two distinct interpretive relations: the relation 
between bound pronouns and their antecedent and the relation between 
anaphors and their binder. These interpretive relations share a certain num­
ber of characteristics: 

i) They involve non-argument-positions (A'-positions): either the ante­
cedent or the dependent is in an A'-position. 

ii) They are sensitive to a minimality effect. 

iii) They cannot be generated at the level where linear order is encoded 
(Surface Structure). 

iv) They cannot be generated at the level where overt movement is en­
coded (S-Structure). 

v) They cannot be generated at the level where thematic relations are 
encoded (D-Structure). 

On the other hand, these relations can be captured by postulating a co­
vert extraction process applying at a post-S-Structure level. We took the 
existence of such a covert extraction process to provide evidence for the 
characterization of LF component as an autonomous level of gramatical 
representations and for a transformational mapping between S-Structure 
and LF representations. This is what we set up to investigate at the onset of 
this work. 

NOTES 

"This paper is based on Aoun and Li (1988). We would like to thankJames Huang 
and Edwin Williams for illuminating comments. We would like to thank Sylvia Chen, 
Yu-chin Chien, Grace Feng, Emily Huang, James Huang, Horng-yi Lee, Tim Shi, Yu­
chin Tsai, Cathy Wei, Chong-ren Wu, You-wen Ye, Sheng-tai Zhang for their help 
with the data. 

I Literature of this type is cited in Montalbetti (1984). 
2 According to the comments of some of the native speakers, (8a-b) "sound more 
like English." In this respect, it will be helpful to check with speakers of different 
ages. 
3 Such data is discussed in Aoun (1986) and Huang (1987). 
4 The contrasts that we illustrate in sentences (9a-b) and throughout this paper are 
the sharpest with quantifiers such as meiren 'no one'. The more "referential" the 
quantifier is, the less sharp the contrast is. Thus, the contrast between sentences (ia) 
and (ib) involving the quantifier every child is less sharp than the one 
between (9a) and (9b). 
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(i) a. Meige xiaohaizii dou shuo tai de Ie jiang. 
every child all say he get ASP prize 
'Every child said that he got the prize.' 

b. Meige xiaohaizi i dou shuo wo xihuan tai 
every child all say I like him 
'Every child said that I liked him.' 

Similarly, the contrast between (iia) and (iib) involving who is shaprter than the 
contrast between (iiia) and (iiib) involving which child. 

(ii) a. Sheii shuo tai de Ie jiang? 
who say he get ASP prize 
'Who said he got the prize?' 

b. Shei. shuo wo xihuan ta.? , , 
who say I like him 
'Who said that I like him?' 

(iii) a. Nage xiaohaizii shuo tai de Ie jiang? 
which child say he get ASP prize 
'Which child said he got the prize?' 

b. Nage xiaohaizii shuo wo xihuan tai? 
which child say I like him 
'Which child said that I like him?' 

Effects similar to the one discussed in this note are relevant for the interpretation of 
bound pronouns in other languages such as Spanish. See Montalbetti (1984). 
5 It is not possible to argue for Chinese that the pronoun t! cannot be bound by a 
quantificational element in the contexts where a non-overt element can be used as 
bound variables see (i) and (ii). It is not possible either to assume that a pronoun 
cannot be bound by a quantifier in contexts where an anaphor occurs (see (i) and 
(iii». The reader isreferred to Aoun (1986) for the discussion of (i-iii) and further 
relevant facts: 

(i) Meigereni dou shuo tai baba you qian. 
everyone all say he father have money 
'Everyone said that his father is rich.' 

(ii) Meigeren i dou shuo ei baba you qian. 
everyone all say he father have money 
'Everyone said that his father is rich.' 

(iii) a. Meigereni dou shuo zijii baba you qian. 
everyone all say he father have money 
'Everyone said that his father is rich.' 

b. Meigereni dou shuo tazijii baba you qian. 
everyone all say he father have money 
'Everyone said that his father is rich.' 

6 It is clear that the choice of verbs affects the naturalness of a bound pronoun 
interpretation, in Chinese and English for that matter. Examples such as (ia-b) are 
pragmatically odd: 
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(i) a. Meigeren dou yiwei ta lai Ie. 
everyone all think he come ASP 
'Everyone thought that he came.' 

b. Meigeren dou renwei ta mai Ie dongxi. 
everyone all think he buy ASP thing 
'Everyone thought he bought (some)thing.' 

7 The first cases of A'-disjointness applying to switch-reference is discussed in Finer 
(1985). In Borer (1984) and McCloskey (1989), the notion of A'-disjointness is used 
to account for the behavior of resumptive pronouns in Modern Hebrew and Irish. 
S The behavior of overt pronominal expressions ill here is similar to kare in Japa­
nese. As indicated by Hoji and Saito (19xx), kare can never be bound by a QP (see 
Hoji 1985, Aoun and Hornstein 1986). 
9 From what we said so far, it seems that the A-disjointness requirement is not subject 
to dialectal variation. 
10 For non-overt categories, the notion ofminimality has been introduced in Chomsky 
(1986a) and reconsidered in Rizzi (1990). 
11 Note that a sentence such as (i) is ill-formed even though a modal intervenes 
between the pronoun and its antecedent (thanks to E. Williams for pointing out t.he 
relevance of this sentence): 

(i) * [meigeren j Xj dou hui j xihuan ta) 
everyone all will like him 
'Everyone will like him.' 

The reason is that it violates the A-disjointness requirement (13a): the pronoun is A­
bound by the variable left by the raised quantifier. 
12 Following Huang (1982), we assume that A-not-A questions undergo raising at LF. 
13 For the reasons mentioned in Huang (1982), it is important to assume that wh­
elements raise at LF. To mention some, the raising approach can distinguish be­
tween wh-arguments (who, what) and wh-adjuncts (why, how) with respect to the 
locality conditions. Furthermore, we will see in section 1.2.4. that these wh-opera­
tors leave intermediate traces relevant for the working of minimality. The same facts 
discussed here, however, can also be captured in an analysis that assumes the Ques­
tion operator, rather than the wh-element, undergoes raising (see Aoun and Li 1990). 
14 Intervention by negation and negative polarity items seems to be better than inter­
vention by negation alone in improving the acceptability of a bound pronoun. 
15 James Huang (personal communication) pointed out to us that the intervention 
effect of modals seems to be stronger than the intervention effect of negation. We 
have no account for this contrast. 
16 Note that in the English counterpart of (23), the negative element can have scope 
over the subject quantifier. For independent reasons we need not discuss here, Aoun 
and Li (to appear) argue that a bare quantifier can adjoin to a non-thematic posi­
tion. Since subjects in English, contrary to subjects in Chinese, are in a non-the­
matic position (see Aoun and Li (1989)), the quantifier can adjoin to this subject 
NP, as in the representation (i): 

(i) [,p not j [NP Q j [NP Xj ... J [I' Xj VPlll 

Representation (i), which does not violate the MBR, generates the wide scope read­
ing of the negative element in English. 
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17It is useful to point out that the MBR is irrelevant in (25) since it is a constraint on 
variables derived by movement rules and not on pronouns. 
18 Some speakers, however, find that sentences (i-ii) are worse than (34b). In fact, 
for these speakers, these sentences seem to be treated on a par with (9): 

(i) Meigerenj dou dui mei~eren shuo ta j de Ie jiang. 
'Everyone said to everyone that he got the prize.' 

(ii) Meirenj dui mei~eren shuo ta j de Ie jiang. 
'Nobody said to everyone that he got the prize.' 

The difference between (34b) and (i-ii) is that the intervening QP is a non-human 
NP in (34b) and a human NP in (i-ii). The pronoun he in Chinese can only be 
coindexed with a human NP. This suggests that pronouns used as bound variables 
seek to be bound by the first potential A'-binder, in the same way that lexical anaphors 
seek to be bound by the first potential antecedent as discussed in section 2.l. If this 
is the case, the intervening QP should bind the pronoun in (i-ii). However, the 
minimal di~ointness requirement forces them to be disjoint from each other. In 
other words, in sentences (i-ii), there is a clash between the search for the first po­
tential A'-binder and the disjointness requirement. 
19 Notice that after raising, the first potential antecedent for the raised anaphor is 
still baba in (40b): 

(i) * [lPZhangsanj [VPI baba [VP2 zijij [VP2 xihuan Xj ]]]] 
Zhangsan father self like 

In Aoun and Li (1989), it is assumed, following Kuroda (1985), that in double sub­
ject constructions in Chinese, the internal subject is generated in the SPEC position 
ofVP and the external subject in the SPEC of 1'. The fact that anaphors have to be 
bound by the internal subject in double subject constructions follows from the as­
sumption that the anaphor is raised and adjoined to the predicate of the clause 
containing the antecedent (VP2 in (i». In the spirit of Koopman and Sportiche 
(1988), we are assuming that in (i), VP2 counts as the predicate and VP1 is the 
equivalent of a proposition since it dominates a predicate and a subject. See Katada 
(1988) for further relevant discussions concerning the LF raising of anaphoric ex­
pressions. 
20 See Katada (1988) for discussions of the relevant facts in Japanese. 
21 See Huang and Tang's (1988) account of anaphor-raising in terms of feature as­
signment, Pica (1987) and Katada (1988) in terms of the ECP. 
22 Modals, negation and other A'-elements are relevant to the A'-di~ointness require­
ment applying to pronouns. These elements do not have an intervention effect on 
the binding of anaphors by their antecedents. Even though modals and negation 
intervene between the anaphor and its antecedent in (i-ii), the sentences are still 
acceptable: 

(i) Ta hui hen xihuan ziji. 
he will very like self 
'He will like himself.' 

(ii) Ta bu xihuan ziji. 
he not like self 
'He does not like himself.' 
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This discrepancy between pronouns and anaphors is not surprising. Anaphors, con­
trary to pronouns, require an antecedent in an A-position: they are sensitive to inter­
vening A-elements as mentioned earlier. Another difference between pronouns and 
anaphors is the fact that the latter are sensitive to the kind of A-element intervening. 
As mentioned earlier, the first appropriate antecedent in sentence (39) (repeated 
here) is the topic Zhang and not the subject.i.iJ1 'alcohol' since anaphors in Chinese 
require a [+human] antecedent. 

(39) Zhangi,jiu haile ziji/tazijii 
Zhang alcohol hurt self/himself 
'Zhangi, alcohol hurt himself;-' 

Pronouns, on the other hand, are not sensitive to the kind of A'-element interven­
ing. For the purpose of disjointness, any A'-element, even elements that cannot 
serve as appropriate antecedents for the pronouns (such as modals), seem to be 
relevant. Since the minimality effect between pronouns and A'-elements involves a 
disjointness effect, one may assume that the nature of intervening elements is taken 
into account only when a search for an antecedent is involved: anaphors, but not 
pronouns, need an antecedent. This speculation is reminicent of Huang's (1982) 
suggestion according to which the notion of accessibility plays a role in defining the 
binding domain for anaphors but not for pronouns. 

Languages do differ, however, as to whether the contents of the A'-element should 
be considered in the application of the disjointness requirements. See Ouhalla 
(1990), Reinholtz (1991). 
23 Rizzi (1990) assumes that minimality applies only to government relations, not 
binding relations. In a forthcoming work, we will compare these two approaches. 

REFERENCES 

Aoun,j. (1986) "Bound Pronouns in Chinese," NELS 16. 
Aoun,j. & N. Hornstein. (1986) "Bound and Referential Pronouns," ms., University 

of Southern California and University of Maryland. 
Aoun,j. & Y-H. A. Li. (1988) "Minimal Disjointness," Proceedings ofWCCFL VII 
Aoun, j. & Y-H. A. Li (1989) "Constituency and Scope," Linguistic Inquiry, 20.2 
Aoun,j. & Y-H. A. Li (1990) "Wh-elements In-Situ: Syntax ofLF," ms., University of 

Southern California, Los Angeles. 
Aoun,j. & Y-H. A. Li. (1993) Syntax of Scope, MIT Press. 
Aoun, J. & D. Sportiche. (1983) "On the Formal Theory of Government," The Lin­

guistic Review 2, 211-236. 
Battistella, E. (1987) "Chinese Reflexivization," ms., University of Alabama at Bir­

mingham. 
Borer, H. (1984) "Restrictive Relatives in Modern Hebrew," Natural Language & Lin-

guistic Theory, 2.2. 
Chomsky, N. (1977) Essays on Form and Interpretation, North-Holland, Amsterdam. 
Chomsky, N. (1986a) Barriers, MIT Press, Cambridge, Massachusetts. 
Chomsky, N. (1986b) Knowledge of Language, Praeger, New York. 
Chomsky, N. & H. Lasnik. (1977) ''Filters and Control," Linguistic Inquiry, 8.3, 425-504. 
Cole, P., Gabrilla Hermon and Li-may Sung. (1988) "Principles and Parameters of 

Long-distance Reflexives," paper presented at the 3rd Ohio State Conference on 



TWO CASES OF LOGICAL RELATIONS 373 

Chinese Linguistics, Columbus, Ohio. 
Finer, D. (1985) 'The Syntax of Switch-Reference," Linguistic Inquiry, 16.1,35-56. 
Hoji, H. (1985) "Logical Form Constraints and Configurational Structures inJapa­

nese," Doctoral dissertation, University of Massachusetts, Amherst. 
Huang, C-T.James (1982) "Logical Relations in Chinese and the Theory of Gram­

mar, " Doctoral dissertation, MIT, Cambridge, Massachusetts. 
Huang, C-T.James (1988) "Comments on Hasegawa's Paper," in Proceedings ofJapa­

neseSyntax Workshop: Issues on Empty categories edited byW. Tawaabd N. Nakayama, 
Japanese Program, Connecticut College, New London, Connecticut, pp.77-93. 

Huang, C-T. & C-Z. Tang. (1988) "On the Local Nature of the Long-distance Reflex­
ives in Chinese," NELS 19. 

Katada, F. (1988) ''What can Long-distance Anaphors Say about Operator Systems of 
Syntax," NELS 19. 

Koopman, H. & D. Sportiche. (1982) 'Variables and the Bijection Principle," The 
Linguistic Review 2.2. 139-160. 

Koopman, H. & D. Sportiche. (1988) "Subjects," m.S., University of California, Los 
Angeles. 

Kurata, J. (1986) "Asymmetries in Japanese," m.s., University of Massachusetts, 
Amherst. 

Kuroda, S. Y (1985) ''Whether We Agree or Not," ms., University of California, San 
Diego. to appear in Linguisticae Investigationes 

Lebeaux, D. (1983) "A Distributional Difference between Reciprocals and Reflex­
ives," Linguistic Inquiry, 14.4,723-729. 

Linebarger, M. C. (1981) "Negative Polarity and Grammatical Representation," Lin­
guistics and Philosophy 10, 325-387. 

May, R. (1977) 'The Grammar of Quantification," Doctoral dissertation, MIT, Cam­
bridge, Massachusetts. 

May, R. (1985) LogicalForm: Its Structure and Derivation, MIT Press, Cambridge, Mas­
sachusetts. 

McCloskey, James. (1989) "Resumptive Pronouns, A'-binding and Levels of Repre­
sentation in Irish," to appear in The Syntax of Modern Celtic Languages, edited by 
Randall Hendrick, Syntax and Semantics, Vol. 23, Academic Press. 

Montalbetti, M. (1984) "After Binding," Doctoral dissertation, MIT, Cambridge, 
Massachusetts. 

Ouhalla, J. (1990) "Sentential Negation, Relativized Minimality and the Aspectual 
Status of Auxiliaries," Linguistic Review, 7.2, 183-231. 

Pica, P. (1987) "On the Nature of the Reflexivization Cycle," NELS 17. 
Progovac, L. "A Binding Approach to Polarity Sensitivity," Doctoral dissertation, 

University of Southern California, Los Angeles. 
Reinholtz, Charlotte. (1992) 'Verb Second, Negation and Minimality," paper pre­

sented at WCCFL 11, University of California, Los Angeles. 
Rizzi, L. (1990) Relativized Minimality, MIT Press, Cambridge, MA. 
Saito, M. & H. Hoji (1983) 'Weak Crossover amd Move a inJapanese," Natural Lan­

guage and Linguistic Theory 1,245-259. 
Tang, C-C. (1989) "Chinese Reflexives," Natural Language and Linguistic Theory, 7.1, 

93-122. 
Vergnaud,J. R. (1987) "Reformalization of Phrase Structures," paper presented at 

GLOW. 



EDWIN WILUAMS 

REMARKS ON UNGUISTIC SCOPE 
COMMENTS ON AOUN AND U'S PAPER 

[Editor's note: Regrettably, Aoun and Li did not receive this commentary in time to reply.) 

Aoun and Li's account of various facts of Chinese pronoun usage depends 
on a peculiar but widespread notion of linguistic scope. I will first address 
the general notion of scope in natural language, and then treat their analy­
sis in the light of the conclusions drawn. 

Aoun and Li use two features of the widespread notion oflinguistic scope. 
The first is the notion that scope assignment is a transformational rule 
("QR"), which derives the level of representation called LF, and their two 
principle claims about the analysis of Chinese are given as evidence for that 
rule and that representation. In addition, they crucially use a second fea­
ture of the widely held view of linguistic scope: they assume that QR is re­
sponsible for assigning scope to all elements that have scope: negation, 
quantified NPs, modals, and adverbs. 

I think the first assumption is incorrect, and have given arguments against 
it elsewhere (see, for example, Wllliams (1986); but I think in fact that this 
assumption is not crucial to the A&L analysis, and that it would be straight­
forward to reconstruct it without it. But I think this second assumption, 
that QR applies wherever scope optains, is a grave mistake, and crucial to 
the analysis. I will first consider the notion of linguistic scope in general, 
and then turn to Aoun and Li's two principle claims about it. 

1. QUANTIFICATION IN LANGUAGE 

What is the evidence that things like modals, negation, and adverbs are 
assigned scope at all? To answer this, one must answer what it means to 

assign scope in the first place. 
Quantified NPs in argument position can be assigned arbitrarily wide 

scope. For example, with some strain, it is possible to understand the fol­
lowing sentence as a statement involving multiple students and professors, 
indicating that the embedded subject has scope over the matrix subject 

(1) At one time or another, some student or other has 
claimed that each of those professors is incompetent. 

The sentence requires a special intonation perhaps to get this reading, but 
the reading is possible. 

But, consider the following: 

(2) John thinks Bill must have left. 

874 
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No amount of special intonation will render this the equivalent of: 

(3) John must think Bill has left. 

375 

This is not simply a matter of a lexical variability in the scope potential; 
such certainly exists, and distinguishes, for example, the wide scope of each 

from the relatively narrow scopes of every. The failure of must to take ma­
trix scope is categorical. The fact is, modals do not undergo QR; that is to 
say, they are not subject to a rule which assigns them some arbitrarily large 
containing phrase as their scope. 

Now, modals do have scope, and their scope interacts with the scope of 
quantified NPs. How is that scope determined? 

Modals get scope by the Head Scope Rule of Williams (1984) (see also 
Williams (1994). This rule says, a head of a phrase has scope over the 
whole phrase. Since a modal is the head of S, the modal has scope, for 
example, over the subject: 

(4) No one must be there 

This has a reading in which no one is subordinate in scope to must. In fact, 
(4) is ambiguous-it has in addition to the readingjust indicated, a reading 
in which no one has wide scope. How can we distinguish the two readings, 
if the scope of the modal is fixed as the projection of S? By giving No one 

ambiguous scope: 

(5) a. [s No one must leave] 
b. [s No one [s t must leave] ] 

So, we now have two scope rules: a quantified NP argument is assigned 
some arbitrary containing phrase as its scope (Argument Scope) and a head 
of a phrase has its phrase as scope (Head Scope). There is one further type 
of scope, Adjunct Scope. An adjunct has as its scope what it is adjoined to. 
This is illustrated below: 

(6) a. Quickly everyone arrived 
b. Everyone will have quickly arrived 

In (a), quickly is adjoined to S, and so has S as its scope, and is interpreted 
as superior to everyone. In (b) on the otherhand, quickly is adjoined to the 
VP, and so is strictly subordinate to everyone. 

The Head Scope Rule and the Adjunct Scope Rule interact in an inter­
estingwaywhen an adjunct is adjoined to a head. The adjunct has the head 
in its scope, and the head has its phrase as its scope, so by transitivity of 
scope, the acljunct can have the phrase as its scope: 

(7) Everyone [will quickly] arrive. 
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Here, quickly is adjoined to will, the projection of wiU (= S) contains every­
one, and so quickly can have wider scope than everyone. 

This view of scope is strongly supported by an analysis of ECP phenom­
ena along the lines of Williams (1994). There it is argued the ECP is best 
understood as a licensing condition stated in terms of scope. 

The relation between the ECP and scope has been acknowledged since 
Kayne (1981), who observed subject~bject assymtries in scope assignment. 
The ECP has been understood as a syntactic constraint which applies by 
extension to the syntactic rule of QR. I would like to explore a different 
idea about the relation. First, I will understand the ECP not as a constraint, 
but as a licencing condition. And second, rather than using a constraint on 
movement to limit scope, I will rather understand the ECP to be a licensing 
condition on pure movement stated in terms of scope. 

I think this view of scope can give insight into one of the empirical cor­
nerstones of the ECP, the relative ability of adjuncts over arguments to move 
out ofwh-islands and various other contexts ("long movement"): 

(8) a.? Which man did John wonder [which woman would like t] 
b. *Why did John wonder [which woman would leave t] 

This behavior has a straightforward explanation in terms of scope. Spe­
cifically, we have the following licencing condition; 

(9) The Scope ECP (SECP): 
An item can be licensed in displaced position if that item in 
its base position could have been assigned scope corresponding 
to that position. 

Principle (9) is not a primitive principle, but will serve the present purpose; 
see Williams (1994) for a discussion of the status of (9), and of the prin­
ciples from which it is derived. 

Crucially, an adjunct, in its base position, can be assigned scope no higher 
than its sister; hence, it cannot be licensed in displaced position by scope 
assignment. Since an argument can be assigned indefinitely wide scope, it 
can be licensed in displaced position by scope assignment. 

Of course, even an adjunct can be licensed in a moved position higher 
than it could be assigned scope: 

(10) How slowly did you say [he sang t]. 

But here, the movement can be licensed by other means-specifically 
subjacent movement (or antecedent government). Hence, (9) is a licens­
ing condition, not a covert prohibition: it does NOT say that a displaced 
item is ungrammatical ifit is not licensed by scope assignment. (10) shows 
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clearly that scope assignment and movement conditions cannot be identi­
fied; rather, scope assignment is one means of licensing movement. 

A telling confirmation of this approach comes from the phenomena of 
"scope reconstruction": 

(11) How many books do they think you published t. 
a. They think [so you published [; QUANT books]] What is QUANT? 

I' scopeofQUANT~ 
b. [so They think you published [; QUANT books]] What is QUANT? 

I' scope of QUANT I 

This example is ambiguous in the way indicated in (a) and (b)-the quanti­
fier how many can take matrix or embedded scope, giving two distinct read­
ings; in one (a), there is no existing set of books except in their thoughts 
(narrow scope); in the other reading, there is an existing set of books (wide 
scope). 

Longobardi (1985) observed that the narrow scope reading is blocked by 
weak islands: 

(12) a. How many books do they think they will publish t. 
b. How many books do they wonder whether they should publish t. 

(adapted from Kroch (1989» 
[QUANT books] (V ( ... » a,b 
V ([QUANT books] ( ... » a,*b 

Example (12b) is not ambigous, lacking the narrow scope reading. There is 
persuasive evidence against a process of scope reconstruction (see Williams 
(1994) ); rather, we might understand (12b) in terms of the licensing effect 
of (9)-in displaced position, the phrase how many books can be licensed 
either by subjacent movement (impossible in the case of (12b», or by scope 
assignment; but ifit is licensed by scope assignment, then we will necessarily 
have wide scope. 

The SEep then unites the complete ungrammaticality of adjuncts under 
long movement due to scope properties ofacljuncts, with the limitations on 
the scope of arguments under long movement. 

Likewise of course for modals and negation. The scope laws that govern 
these elements depend completely on their syntactic category, and not their 
meaning. So, we have "modal" meaning in many adverbs, like necessarily, 

and probably, but their scope is adjunct scope, not the head scope of such 
elements as must and can. Negation is a particularly interesting case, as it 
can be realized in all three sorts of categories: neveris by adjunct scope, no 

one is by Quan tified argumen t scope, and not (at least the con tracted form) 
is by head scope. 
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2. THE TWO CLAIMS 

In light of the view of scope just outlined I will now proceed to evaluate the 
two claims of Aoun and Li in support of the notion of LF. 

Their first claim concerns quantifier bound pronouns. For speakers that 
allow bound pronouns, there must be an "A-bar intervener" between the 
quantifier and the pronoun. The class of A-bar interveners consists of the 
following; 

(13) modals 
wh operator 
negation 
intermediate trace 
quantifier (scope boundary) 
long distance anaphor 

The idea is that the quantifier-bound pronouns are subject to a condition 
that they be "locally A-bar free", and if the closest A-bar binder is their own 
binder, then they will be forced to be free from their own binder: 

(14) ... Q-Antecedent j ... Modal ... pronounj ... 
* ... Q-Antecedent j ... proj ... 

The evidence for the existence of LF derives from the fact each of the A-bar 
interveners is forced to undergo LF movement for scope assignment. 

I believe that the items in (13) do not form a coherent class. As I sug­
gested earlier, it is unlikely that modals or negation undergo any sort of 
long scope assignment. It seems unlikely, then, that there is a class of "A­
bar" elements that includes modals and negation, but excludes, for example, 
matrix verbs. On these grounds alone, Aoun and Li's claim is suspicious. 

Given this theoretical incoherence, one must inquire next what the basis 
of evidence is for the claim. It turns out to be quite suspicious as well. Seven 
Chinese speakers were consulted, giving three different sets of judgments. 
Aoun and Li have restricted themselves to what they call "dialect C", which 
consists of2 speakers. Are there really three dialects? It is impossible to tell, 
but since data concerns quantifier bound pronouns, notorious for giving 
linguists data-fits, it is likely that instead of three dialects, we simply have a 
delicacy of judgment, with different personalities, rather than different gram­
mars, determing the constellation of the stars. 

If this is so, then it is no wonder that an A-bar intervener has the effect 
that it does: since it further complicates the sentence in which it appears, it 
will tend to muddy judgments, and especially to obscure delicate hints of 
ungrammaticality. So, for example, the sentences that prove that the modals 
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are in the class of A-bar interveners have not only the modal, but also a level 
of embedding; hence, from a semantic point of view, there are two levels of 
embedding, and no comparison is made with equally complex sentences 
but without modals. 

Given these two problems-the question ability of the existence of dia­
lects, and the lack of controls on the complexity of the data used-I think it 
would be foolish to consider any conclusions more than suggestive, however 
interesting they may be; and given the peculiar status of the notion of A-bar 
intervener in the context of a reasonable notion of scope, I think the con­
clusion is in fact not very interesting. 

Aoun and Li's second claim is that long distance anaphors undergo LF 
movement, thus providing further evidence for the existence of LF. The 
long distance anaphor can take any appropriate c-commanding subject as 
its antecedent; in addition, if the subject is not appropriate, it can take the 
topic as its antecedent. 

But if the subject is an appropriate antecedent, then the topic is not avail­
able (see Aoun and Li's (ex. 38)). On these grounds, Aoun and Li assert 
that the closest possible antecedent must always be taken: 

(15) a. * NP-topici NP<+human subject> 
b. NP-topici NP<-human subject> 

... anaphor human 

... anaphor human 

The latter claim is inconsistent with the existence of the long distance 
anaphor, since it typically skips over many intervening subjects. Aoun and 
Li resolve this problem by supposing that the long distance anaphor is ca­
pable of moving, adjoining to higher VP nodes, and the computation of its 
closest antecedent is done with respect to this landing site. 

This movement rule is a stipulation; in fact, it is necessary to stipulate 
that VP is precisely the only landing site of anaphor movement. For if they 
do not, it will be possible for the moved anaphor to adjoin to IP, where it will 
be able to take the topic as its antecedent even if the subject is an appropri­
ate antecedent, since in IP adjoined position, the topic will be the only avail­
able antecedent: 

(16) *NP-topici [IP anaphori [IP NP<+human subject> ... ] ] 

Given that this stipulation derives nothing besides the observed facts, I think 
we must regard the observed facts as still in need of explanation, as interest­
ing as they may be, and we must conclude that the further evidence for LF 
and LF-deriving movement is not found here. 
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